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1 | INTRODUCTION
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Abstract

It is known that changes in the mechanical properties of tissues are associated
with the onset and progression of certain diseases. Ultrasound elastography is
a technique to characterize tissue stiffness using ultrasound imaging either by
measuring tissue strain using quasi-static elastography or natural organ pulsa-
tion elastography, or by tracing a propagated shear wave induced by a source or
a natural vibration using dynamic elastography. In recent years, deep learning
has begun to emerge in ultrasound elastography research. In this review, sev-
eral common deep learning frameworks in the computer vision community, such
as multilayered perceptron, convolutional neural network, and recurrent neural
network, are described. Then, recent advances in ultrasound elastography using
such deep learning techniques are revisited in terms of algorithm development
and clinical diagnosis. Finally, the current challenges and future developments
of deep learning in ultrasound elastography are prospected.
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Ultrasound techniques for mechanical tissue assess-
ment have been very actively studied over the years

Changes in the mechanical properties of tissues are
associated with the onset and progression of some
diseases. For example, liver fibrosis is associated with
increased liver tissue stiffness, and manual palpation
has been used for centuries by physicians to compress
an organ and feel its stiffness for disease diagnosis.
However, interpreting palpation remains subjective to
physicians. Ultrasound elastography seeks to objectively
characterize tissue stiffness using ultrasound imaging.
Specifically, tissue deformation is induced by internal
or external vibrations. Then, the response of the tis-
sue deformation is captured by ultrasound images from
which elastography techniques can derive information
on tissue stiffness. Approaches were also instrumented
to assess tissue viscosity using ultrasound.

and can be divided into two groups: quasi-static and
dynamic elastography. The quasi-static methods can
determine the elasticity or Young’s modulus E by mea-
suring the strain ¢ caused by known compressive force
o and the area of such force. As it is challenging to
measure the compressive force locally at the site of
deformation, scientists usually only measure the strain
to provide contrast in terms of relative stiffness.” As an
alternative in quasi-static elastography, the natural pul-
sation of an organ is often used and strain ¢ is measured
to assess its rigidity>® Dynamic methods in elastog-
raphy can determine the complex shear modulus from
which the elasticity E and viscosity » can be derived by
tracing and analyzing a propagated shear wave (SW)
into the specimen. As the shear modulus of various
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tissues spans over orders of magnitude, dynamic
methods provide high contrast among different tis-
sues/organs regarding their mechanical properties. The
source of vibration in SW elastography (SWE) can be
external (actuator),'® internal (radiation pressure),'’'2
or natural (e.g., SWs produced by closing heart
valves).!315

In recent years, deep learning has been widely devel-
oped by the computer vision community.'®~'® However,
the application of deep learning to analyze medical
images is not straightforward. One reason is that the
labeled medical data for training is not as readily avail-
able as computer vision images due to the higher
costs and professional workload needed for their pro-
curement. Ethical regulatory issues for use of medical
images also have to be considered. In addition, med-
ical images are more complex and less interpretable
than scenic images. In the case of ultrasound, the inter-
and intra-observer variabilities limit the clinical diag-
nosis capabilities using deep learning. Consequently,
additional efforts have been devoted to ultrasound
elastography research.

Challenges specific to elastography are required
because state-of-art strain reconstruction algorithms
are model based, which may induce implicit model
errors, and SWE methods rely on mechanical assump-
tions on tissue properties increasing variance when
the underlying tissue differs from expected properties.
One may expect that data-driven deep learning would
reduce model bias and variance. In recent years, reviews
have been made available on deep learning applica-
tions for ultrasound beamforming, Doppler ultrasound
imaging, and ultrasound localization microscopy,’° and
on advances in deep learning for classification, detec-
tion, and segmentation of ultrasound images?' To our
knowledge, there is no literature review on deep learn-
ing applied to ultrasound elastography imaging. In this
review, recent advances using deep learning techniques
are presented, with a focus on algorithm developments
and clinical diagnostic results. A summary of ultrasound
strain and SW-based elastography methods is also
presented to introduce readers to this field.

The rest of the paper is divided into four sections: (1)
an overview of ultrasound elastography, (2) an overview
of deep learning techniques used in ultrasound elastog-
raphy, (3) a literature review on the applications of deep
learning in ultrasound elastography, and (4) a summary
and perspectives.

2 | ULTRASOUND ELASTOGRAPHY
TECHNOLOGIES
2.1 | Quasi-static elastography

Quasi-static elastography, also called strain imaging,
measures the tissue strain under a stress induced by a

compression and/or a relaxation. The first work on strain
imaging utilized a manual compression on the top of
a tissue to induce its deformation.! The schematic and
concept of strain imaging is shown in Figure 1. Here, an
ultrasound transducer uniaxially applies a small com-
pression on a soft phantom with a hard inclusion. The
deformation process of the phantom can be regarded
as the compression of a spring, where the parts with
different stiffnesses give rise to different displacements
according to Hooke’s law. As the stress o may not be
measured in practice, the absolute value of E may not
be determined. Instead, a relative stiffness is deter-
minable, that is, higher ¢ represents softer whereas lower
¢ represents stiffer materials. To measure these dis-
placements at each depth, a cross-correlation method is
usually applied to analyze two radio-frequency (RF) or
in-phase and quadrature (I/Q) echoes, namely, pre- and
post-compression signals. The position that provides the
largest value in a cross-correlation map determines the
displacement between pre- and post-compression sig-
nals. Finally, the spatial gradient of the displacement
field represents the strain distribution, which is also
known as an elastogram. For two-dimensional (2D) ultra-
sound scan, 2D strain estimations can be obtained using
the normalized cross-correlation (NCC):

Zymo Taco ru)) =P (toc+iy +) = TG))
NCC (i, j) =

2
I, ey) =P B (tx+iy+0) - 1G))

(1)

where r and t are pixel intensities from pre- and post-
compression images, respectively, and  and ¢ are mean
pixel intensities inside measurement windows with size
of MxN. The position of the peak of a 2D NCC map
determines the displacement vector of the centroid of a
measurement window. With a quasi-static measurement,
tissue viscosity can also be determined by knowing the
elasticity and measuring the relaxation time of the tissue
from the compressive force 22223

Other approaches were used in quasi-static elastog-
raphy. Strain of the cardiac muscle was measured with
the natural cardiac pulsation as the mechanical stim-
ulus, which is referred to myocardial elastography?*
Quasi-static elastography was also explored to char-
acterize the vessel wall with intravascular ultrasound
images. The natural cardiac pulsation or the inflation
of a compliant balloon on a catheter was used to
differentiate the coronary calcified plaque component
(less strain) from noncalcified tissues (higher strain)
in vivo2>25 Noninvasive vascular elastography (NIVE)
was also proposed for determining the stability or vul-
nerability of an atherosclerotic plaque using ultrasound
imaging? In the latter study, instead of using an NCC
method, an affine model-based algorithm was proposed
to estimate strains directly without computing gradients



DEEP LEARNING IN ELASTOGRAPHY

MEDICAL PHYSICS——2

Elastic modulus, E

kPa

Relax Compressed o

N\ J _—
Y £

Displacement, 6 Strain,

-

dé -

mm 8= %

Depth, x l %

FIGURE 1

Principle of ultrasound strain imaging. A minute compression is applied on a soft phantom with a hard inclusion. Two

radio-frequency (RF) echoes, described as pre- and post-compression signals, are acquired and analyzed to obtain displacements at each
depth. Finally, the spatial gradient of the displacement field represents the strain distribution, which indirectly represents the elastic modulus

distribution.

of displacements. Specifically, in the framework of the
Lucas—Kanade optical flow (OF) equation, [/, /] [de] =
z

—I;, where I, I,, I; are the derivatives of the image
intensity in the corresponding direction and time, a
Lagrangian speckle model estimator was developed to
directly obtain affine motion components, including dis-
placements, strains, and shears??’ as shown in the
following equation:

[ Iex ez by Ix 1z 1, | =—I, (2)

sZZ

where U,, U,, Sy, Sxz» Szx,» and s,, stand for lateral
displacement, axial displacement, lateral strain, lateral
shear, axial shear, and axial strain, respectively. NIVE
could determine the strain field of the moving vessel
wall of a superficial artery (e.g., the carotid) caused
by the natural cardiac pulsation without the need of
an external compression. This method was also intro-
duced to study normal vessel walls.?® Recently, the same

group proposed a sparse model strain estimator in the
framework of the Horn and Schunck OF method 2° It for-
mulates strain estimations as an optimization problem,
where a cost function incorporating a data term and a
regularization term was minimized as follows:

&ni{} Ddata (Ux: Uz) + /11 Rsmooth (Ux: Uz)
+ /12Rincomp (Ux: Uz) ; (3)

where Dg4,(-) represents the data term in the OF equa-
tion, Rgmootn(+) is a regularization term that ensures spa-
tial smoothness of displacement, R;j,comp(-) is another
regularization term representing tissue incompressibility,
and 44 and 1, are parameters to control the influence of
the regularization terms. This method was able to esti-
mate a dense strain field at a high resolution and high
computation efficiency??

Due to the limited lateral resolution of ultrasound
images compared with the axial resolution, the motion
in the lateral direction is challenging to track in strain
elastography. Angular compounding,” coherent plane
wave compounding imaging,?’ and synthetic aperture
imaging® were proposed to enable more accurate
lateral estimations, respectively. Out-of-plane motion



DEEP LEARNING IN ELASTOGRAPHY

2% | \MEDICAL PHYSICS

is another potential factor causing estimation artifacts
in the context of NIVE2C In addition, it is not easy to
perform 2D estimations in the frequency domain as
lateral phase information is not available as there is no
carrier frequency in the lateral direction with conven-
tional ultrasound images. As an alternative, a dedicated
transverse oscillation image reconstruction method?>"32
can be used for image reconstruction before strain
estimations, as in Ref. [33].

2.2 | Dynamic elastography

Dynamic elastography uses SW measurement methods
to determine the tissue viscoelasticity by tracing and
analyzing the propagating wave into the specimen; an
exhaustive review on SW elastography can be found
in Refs. [34-37]. SWs, also called transverse waves,
are moving mechanical waves that consist of particle
oscillations occurring perpendicular to the direction of
the energy transfer. In a viscoelastic material, the SW
propagation equations are given by3®

82u;
9?2' —uv2u =0, (4)
i=G +jG", (5)

where p is the density of the specimen, y; is the particle
displacement occurring in the i direction, and t is time.
V2u; is the spatial Laplacian of the particle displace-
ment. The parameter u is the second Lamé coefficient
and it denotes the shear viscoelasticity represented by
the shear storage and loss moduli, G’ and G”, respec-
tively,in which G’ reflects the elastic property and G” the
viscous response.

Alternatively, a material mathematical model, such as
Voigt model that is represented by a purely elastic spring
connected in parallel to a purely viscous damper, is
frequently used to directly describe viscoelastic mate-
rials. Based on the Voigt model, G’ and the viscosity 5
have the following relationship with the velocity vg and
the attenuation ag of the SW, where wg represents the
angular frequency of the SW3?:

2,,2 2 2,,2
, pcosvs-(cus—ocsvs)
G = TR (6)
2 2,2
(2 +a2v2)

pwévg - 2agVs

p=—5 """ (7)

2
2, 2,2
(cos + ocsvs>

It is worth noting that for a soft biological tissue,
the elastic property dominates the tissue mechanical

property and the viscous behavior is often neglected.
Therefore, in such case, it is considered a purely elas-
tic material, and ag could be ignored, so that a specific
material model is not necessarily required and thus G’
can be expressed by

G = pvi. (8)

When the viscosity 7 is taken into account for the tis-
sue characterization, according to Equation (7), it can
be determined either using both vs and ag, or alterna-
tively by evaluating the dispersion of vg with respect to
wg without determining the value of ag, that is, solving
Equation (8) by knowing multiple pairs of vg and wg.*°
Alternatively, if no rheological model is assumed (e.g.,
the Voigt model), it may be more convenient to assess
the shear storage G’ and loss G” moduli to describe the
mechanical property of the tissue.*! This is particularly
relevant considering the fact that the simple Voigt model
might not allow mimicking both normal and pathological
tissues of different grades of disease severity.

The dynamic methods mainly derive the viscoelastic
parameters according to Equations (4)—(8), by tracing
and analyzing the SW propagation in a specimen of
interest. In 1988, Lerner et al. proposed a method to
map the propagation of a low-frequency continuous
SW with a Doppler ultrasound displacement detection
technique,*? and such an image of the SW displace-
ment could reflect the tissue stiffness. Later in 1990,
Yamakoshi et al. proposed a measurement method
using an external mechanical vibration source, and
vs was determined by analyzing the wavelength of
a continuously propagated SW through an ultrasound
Doppler technique*® Instead of measuring continuous
SWs, Catheline et al. developed in 1999 an impulse
SW measurement method, which used a high frame-
rate ultrasound imaging system to trace the wavefront of
the transient SW produced by a mechanical vibrator.'°
Indeed, conventional focused ultrasound systems are
triggering transducer elements sequentially from one
side of the image to the other side producing a frame-
rate of typically below 100 frames/s, which is not
sufficient for SW tracking. The development of plane
wave beamforming allowed implementing SW imaging
methods more efficiently. With this method, a plane wave
system triggers all transducer elements of the probe at
the same time to emit a plane wavefield, enabling it to
have a high frame rate (more than 1000 frames/s and up
to 10,000 frames/s).'? Using this approach, vg is deter-
mined through a time-of-flight technique by measuring
the time elapse of the impulse SW to travel through two
locations with a known distance. As such a method uses
impulse SW, it is also called transient SW imaging, or
transient elastography.

The SW excitation can also be made inside the
specimen by means of an ultrasound radiation force (or
acoustic radiation force, ARF) technique.!’38:44-48
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FIGURE 2 Generation of supersonic plane shear waves.
Source: Reproduced with permission from Ref. [12].

Among all, the supersonic shear imaging (SSI)
technique’ is considered the most advanced SW
measurement method. With this method, the ultrafast
plane wave imaging method is used to track multiple
ARF impulses that are excited consecutively and very
quickly at different depths. Each excitation produces a
point source-like SW, which then interferes construc-
tively and results in two SW planes propagating in
the opposite directions, as can be seen in Figure 2. By
using the ultrafast scanner to trace these SWs,a 2D SW
speed image of vg can be obtained. Moreover, as this
technique creates broadband SWs, tissue viscosity can
also be estimated through the vg dispersion method.*°

2.3 | Clinical applications and
limitations

Over the past several years, many notable methods
have been validated with different clinical datasets
to diagnose several organ dysfunctions. Elastography
techniques (both quasi-static and SW-based) were also
integrated into commercial ultrasound equipment for

MEDICAL PHYSICS——2

clinical diagnosis. As extensive review papers have
addressed the clinical applications of ultrasound elas-
tography, a brief review is given later. Clinically oriented
overviews can be found in Refs. [35, 36,49-51]. Table 1
concisely summarizes some clinical applications of
ultrasound elastography with popular techniques.

Breast cancer imaging is the most common use of
strain imaging. It is a qualitative technique to charac-
terize benign and malignant breast masses. There are
three typical parameters to interpret strain images®°>°':
(1) elastogram to B-mode length ratio (EI/B ratio);
(2) 5-point color scale (Tsukuba score); and (3) fat-
to-lesion ratio (strain ratio). A meta-analysis, including
12,398 lesions (4242 malignant), showed a high sen-
sitivity of EI/B ratio at 96%. The highest specificities
of the EI/B ratio and 5-point color scale are 88%
and 87%, respectively’” One limitation of breast strain
imaging is that the amount of compression stress
for optimal strain maps varies for different vendors,
which requires a learning curve for each ultrasound
system!

For prostate cancer, strain imaging has shown superi-
ority over transrectal ultrasonography (TRUS). Several
studies reported strain imaging achieving sensitivities
of 62%—72%, and specificities of 71%—79% for prostate
cancer detection.°2-%* Therefore, targeted TRUS biopsy
along with strain imaging has potential to reduce the
number of biopsy samples.3®

Thyroid nodule characterization is another area that
has shown strain imaging to be potentially helpful. A
meta-analysis with 8 studies, including a total of 639 thy-
roid nodules, showed overall a mean sensitivity and a
mean specificity for detecting malignant thyroid nodules
of 92% and 90%, respectively®® A recent multicenter
study concluded that a combination of the thyroid imag-
ing reporting and data system (TI-RADS) with strain
imaging could provide a higher sensitivity than using
TI-RADS criteria alone.>®

SW elastography was used to evaluate liver stiff-
ness and diagnose patients with liver fibrosis and
steatosis*8°” Breast SW elastography could also pro-
vide quantitative information on breast lesions, which
was widely applied to diagnose breast cancer?8:5
Dynamic elastography has also been shown as a good
complementary method to detect the lesion area in
prostate cancer®? When the lesion is identified, elastog-
raphy may help clinicians make decisions on whether
to carry out a biopsy in the lesion area. Additionally,
dynamic elastography has been employed to differen-
tiate thyroid cancers by evaluating the tissue stiffness’’
Other applications, such as the characterization of the
musculoskeletal system2 tendon 2354 lymph nodes®°
and many other organs,%6:68-70 have also shown good
results that reflect differences between normal and
abnormal tissues.

At present, improving the measurement precision
and accuracy of existing techniques is always an
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TABLE 1

Summary of clinical applications using ultrasound elastography

Classification Clinical applications

Advantages

Limitations

Quasi-static Breast cancer®5'
elastography (strain Prostate cancer®2-54
imaging) Thyroid cancer%:56

Liver fibrosis and steatosis*8-57
Breast cancer®®:5°

Prostate cancer®®

Thyroid cancer®’
Musculoskeletal system?®2
Tendon®3.64

Lymph node®®

Kidney disease®®

Dynamic elastography
(SWE)

Good sensitivity and

Provide quantitative

Assessment is qualitative or
specificity; reliable as a semiquantitative; reproducibility can
screening tool; relatively be impacted by the compression
inexpensive load

Image artifacts may be present in
heterogeneous tissues; depend on
tissue anisotropy

elasticity images;
multiple ROlIs are
available; can reach
deep body areas

Abbreviations: ROI, region-of-interest; SWE, shear wave elastography.

interesting and active topic. Model-based elastogram
reconstruction algorithms may be susceptible to bias
and variance arising due to measurement noise, hetero-
geneous tissue properties, or external exerted pressure.
Some model-based strain estimates in strain imag-
ing only provide optimal performances in a range
of exerted pressures or motions as they are using
specific physical or mathematical modeling.”"-’? SWE
methods also rely on mechanical assumptions of
“ideal” models (such as homogeneity of a tissue).
However, it is well known that muscular tissues are
anisotropic, and their inhomogeneity may result in
outliers when estimating SW speed or attenuation.
Data-driven deep learning methods trained on a large
dataset could learn to remove outliers and may over-
come bias and variance in such algorithms. Additionally,
in model-based algorithms, data-dependent learned
regularization could improve reconstructed elastogram
quality.

Generally speaking, solving the inverse problem of
tissue elasticity computation in an accurate and com-
putationally efficient manner can be more challenging
compared to the forward problem of computing the tis-
sue deformation field. The estimation of elasticity often
requires a minimization of the differences between the
predicted and observed deformation fields, which is
often treated as an optimization task in conventional
methods, such as the adjoint weighted approach, and
solving a nonlinear optimization problem can be costly
in practice.”®

Another limitation of elastography is to observe differ-
ences in elasticity magnitude with different acquisitions
from different manufacturers’ systems. This may arise
due to varying choices of post-processing methods
or acquisition parameters responsible for SW genera-
tion, such as the power source, frequency, and focusing
depth. This system dependency can be overcome if arti-
ficial Intelligence (Al)-based algorithms that are trained
on a similar dataset are employed.

In terms of clinical diagnosis, current ultrasound
elastography technologies or systems fail to provide

clinicians with suggestions based on elasticity measure-
ments. Deep learning methods trained on data from
pathology reports can generate preliminary diagnosis.
These supports from deep learning can facilitate radiol-
ogist’s clinical decision and improve the quality of care
to patients.

3 | DEEP LEARNING TECHNOLOGIES
Deep learning models are special kind of artificial neural
networks (ANNSs) that try to resemble the multilayered
human cognition system. Even though ANN was first
introduced in 1950, the development of deep learn-
ing methods took time primarily due to the lack of
computing power and relevant data to train the sys-
tems. Deep learning models learn through a series of
parameterized nonlinear transformations to perform a
desired function. The rudimentary nonlinear transforma-
tions can take various forms and may include embedded
structural priors. A general introduction to deep learn-
ing can be found in Ref. [74]. Recent deep learning
approaches have demonstrated comparable results to
human performance in some medical imaging tasks.
For example, image analysis of structures and abnor-
malities, tumor classifications, disease categorizations,
and even composing preliminary radiology reports can
now be handled well by deep learning tools?° Previous
computer-aided detection systems that were developed
in the early 2000s for clinical applications were found
to generate more false positives than humans.”® It is
expected that deep learning technology may help over-
come the limitations of such systems by providing better
detection accuracy.

The majority of the algorithms since 2015 employ
supervised learning methods, namely, convolutional
neural networks (CNNs),® whereas semi-supervised,
unsupervised, and reinforcement learning (RL) methods
are in increasing trend.”” The advancements in hard-
ware development and the availability of large labeled
datasets (i.e., datasets with known indentification)
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FIGURE 3 An overview of deep learning in medical imaging. It covers three aspects: the deep learning technologies used in medical
imaging (in blue); the medical engineering tasks where deep learning is playing a role (in orange), and specific clinical applications (in green).

resulted in improved CNN performance, encouraging
their widespread use in medical imaging. The advantage
of a deep neural network is to automatically learn low-
level features such as lines or edges and combine them
with higher level features such as shapes in the sub-
sequent layers. Krizhevsky et al.'® introduced several
concepts such as rectified linear unit (ReLU) functions
in CNNs, data augmentation, and dropouts, which have
become dominant architectures used in current medical
imaging strategies. Popular deep architectures utilized
in medical ultrasound imaging in the last 5 years are
briefly introduced in the following subsections. Figure 3
gives an overview of deep learning technologies and
their application in medical imaging tasks and clinical
decisions.

3.1 | Convolutional neural networks

CNNs are the most successful and popular deep learn-
ing architecture among supervised learning models in
medical imaging due to their ability to preserve spatial
relationships when filtering input images. Spatial rela-
tionships in medical imaging define tissue interfaces,
structural boundaries, or joints between muscle and
bone; and thus, CNNs have found special attention.
Based on the training strategy, CNNs can be mainly clas-
sified in three approaches’®: (1) patch-based CNNs that
train the deep model with image patches and a sliding
window approach for testing’?; however, patch overlap
can produce substantial redundancy in training; (2) a

fully convolutional approach that utilizes whole images
for training to increase efficiency and avoid redundancy;,
an example of a modified version of this approach is
the U-Net architecture®?; and (3) the transfer learning
approach where a model pretrained on any dataset (to
compensate for data deficiency) is applied for medi-
cal imaging tasks2'82 CNNs have been widely utilized
in ultrasound imaging, especially for breast image seg-
mentation tasks. In recent years, U-Net has emerged
as one of the most efficient architectures for fast and
precise biomedical image segmentations. First designed
and applied in 2015, the U-Net architecture is sym-
metric and consists of a contracting path on the left
side (encoder) and an expansive path on the right side
(decoder). It has evolved from the traditional CNNs
and constitutes a general convolutional process on the
contracting path and transposed 2D convolutional lay-
ers on the expansive path. Recently, Wildeboer et al®®
utilized this architecture to generate synthetic SWE
maps from B-mode ultrasound images through end-to-
end nonlinear mapping. Their network contained direct
skip connections on both the encoder filter layer and
the decoder layer. The model transferred the encoder
layer output across the latent space and then con-
catenated the large-scale features during decoding.
This enabled the deep network to combine fine and
course level information to generate high resolution
synthetic SW elasticity maps, with less than 10% devia-
tion in the clinically relevant elasticity range8® Figure 4
shows the structures of some main deep learning
architectures.
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FIGURE 4 Diagrams of (a) a convolutional neural network (CNN) with two convolutional layers, (b) a recurrent neural network (RNN) with
two hidden layers, and (c) a generative adversarial network (GAN), which uses encoder and decoder as its generator and discriminator,

respectively.

3.2 | Recurrent neural networks
Recurrent neural networks (RNNs), generally consid-
ered a type of supervised deep network, are mainly
utilized for sequential data analysis, such as in-text or
speech processing or data with temporal information.
The depth of an RNN can be as long as the input
sequence length. The output of a layer in a plain RNN is
connected to the next input as well as fed back into the
layer itself, resulting in a capacity for contextual “mem-
ory.” One of the major applications of RNNs is in image
segmentation 84

The structural characteristics of the RNN give it an
inherent advantage for modeling sequence data?’-°
RNNs were not widely utilized until recently due to diffi-
culties in training them to capture long-term dependen-
cies. The new modifications of RNNs have evolved into
the long short-term memory network and gated recur-
rent units. These modifications allow holding long-term
dependencies or discarding some of the accumulated
information.

3.3 | Cascaded networks

Deep cascade learning is another approach that splits
a deep network into its layers and performs training to
fetch a layer until all layers in the input architecture are

well trained 26 Such a network may have reduced mem-
ory and computational time for training compared to
the traditional end-to-end backpropagation. Cascaded
networks can bypass the vanishing gradient problem
by making the network to learn features that have
increased correlations with the output on every layer.
In addition, even though CNNs are powerful enough to
perform one step reconstruction, they can be vulner-
able to overfitting especially when training data size
is small. A simple solution to overcome this problem
is to train a second CNN, which can learn to recon-
struct images from the output of the first CNN. Thus,
cascading a new CNN to the output of the previous
CNN can build extremely powerful deep networks that
can iterate between intermediate de-aliasing and data
consistency reconstruction. Cascaded CNNs are not
yet popular in ultrasound elastography, but one of the
first instances of their use in medical image recon-
struction was in dynamic MR image reconstruction.8’
In ultrasound elastography, Peng et al. proposed a
cascaded CNN model to perform the task of speckle
tracking by cascading three small CNNs together and
performing multistep training®® In the first step, the
weights of the first CNN were obtained by leveraging
the transfer learning approach (trained on FlyingChairs
dataset) and used to initialize the training of the first two
cascaded CNNs. In the second step, the weights of the
first network were kept fixed and weights of the second



DEEP LEARNING IN ELASTOGRAPHY

network were updated by training it on a small dataset.
In the final step, the weights obtained from the first two
cascaded CNNs were used to initialize the training of
all three CNNs cascaded together.

3.4 | Generative adversarial networks
The first few years of deep learning model develop-
ment for medical imaging tasks focused on supervised
learning. The advent of generative adversarial networks
(GANs) opened more applications of generative mod-
eling and new learning in medical image analysis.2°
Generator adversarial networks are a class of deep
learning architecture that contains two networks: a
generator and a discriminator?°" The generator and
discriminator networks are trained jointly with a back-
propagation algorithm. The training makes the gen-
erative network better at generating more realistic
samples, and the discriminator network is better at dif-
ferentiating artificially generated samples. GANs have
been used for several applications in medical imaging,
including image synthesis, image reconstruction, image
super-resolution, segmentation, and image translation %2
Image-to-image translation (e.g., for MR to CT, PET to
CT) is a new possibility in medical image analysis, and
recently MedGAN was proposed as a new end-to-end
framework for medical image translation.”> GANs have
been shown to be very effective at synthesizing natu-
ral images, and expectedly they have found applications
in medical image synthesis t00.?* Those approaches
have not yet been applied to the field of ultrasound
elastography.

3.5 | Advanced learning models

Apart from supervised learning models, some other
learning strategies that are also widely used in
various imaging tasks are briefly discussed in this
section.

Semi-supervised learning models use a small amount
of labeled examples and a large amount of unlabeled
examples for training the model. These approaches
are particularly more helpful in medical imaging tasks
as labeled data here is often small in size, challeng-
ing to acquire, and expensive. The general approach
is to utilize a pretrained network and fine-tune them
with either simulation data or labeled data with known
ground truth. The learning model can be as simple
as a pretrained CNN. Tehrani et al. have shown that
a CNN trained on computer vision images and fine-
tuned on real ultrasound images could be used for
strain imaging in ultrasound elastography®® A critical
component of semi-supervised learning is to use an effi-
cient loss function, and these authors proposed a novel
loss function that combined data loss, smoothness loss,
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and consistency loss to make their model learn more
efficiently.

Unsupervised learning is another strategy where
models are trained using unlabeled datasets, leaving the
model on its own to decide similarity and structure in
its input. This approach is particularly useful in finding
meaningful patterns and groups in the dataset, and for
extracting generative features. Unsupervised learning
approaches in ultrasound imaging have been used for
tasks such as image artifact removal.?® and image reg-
istration and segmentation.’” Khan et al.?® proposed an
unsupervised deep learning approach based on an opti-
mal transport-driven CycleGAN network for ultrasound
image artifact removal. In their model, an unsupervised
learning problem was formulated as a stochastic gen-
eralization of the penalized least squares using an
optimal transport theory®® Unsupervised CNNs have
been proposed to predict time-delay estimation between
RF data in ultrasound elastography. Indeed, Delau-
nay et al. trained an unsupervised CNN by optimizing
a similarity metric between the reference and com-
pressed RF images and added a regularization to
improve strain smoothness and preserve displacement
continuity.®®

RL is another approach, which uses an agent that
learns by interacting with the surrounding environ-
ment to perform a learning task. The agent selects
actions and the environment returns a reward or pun-
ishment based on the selected action. The goal of
the agent is to maximize rewards for perfect learning.
RL-based frameworks have been increasingly used in
medical imaging for tasks like image registration and
image segmentation?”9%100 Deep RL has been par-
ticularly popular in robotic ultrasound imaging tasks,
such as ultrasound guided robotic navigation,'®" video
summarization,'%? autonomous navigation of the ultra-
sound probe,'%® and autonomic robotic systems.'%4
However, applications in ultrasound elastography have
not yet been demonstrated.

Another key strategy is transfer learning, in which
training of the network is performed with a partially
related or unrelated dataset along with a labeled train-
ing dataset.'?® Tajbakhsh et al.'°® proposed pretraining
a CNN on a dataset of labeled natural images and then
fine-tune it using medical images. The study reported
that a layer-wise fine-tuning scheme could improve
the performance of a CNN network for the applica-
tion at hand based on the amount of available data.
Ravishankar et al®? observed that the detection per-
formance depended upon the extent of the transfer
and their study reported a 20% higher performance
with a fine-tuned CNN. One of the main advantages
of transfer learning is that it reduces expensive data-
labeling efforts. This strategy has also not yet been
exploited in the field of ultrasound elastography. Table 2
summarizes main deep learning technologies and
architectures.
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TABLE 2 A non-exhaustive list of main deep learning strategies and popular architectures

Algorithms of deep

learning Descriptions

Backpropagation Used in optimization problem for calculation of gradient; sensitive to noisy data

Stochastic gradient Used to find optimal global minima; avoids trapping in local minima; computationally expensive algorithm due
descent to longer convergence time

Dropouts Skips connections between layers by creating holes; avoids overfitting; causes increased number of iterations

Batch normalization

Deep learning strategies

Supervised learning
Semi-supervised
learning

Unsupervised learning

Reinforcement learning

Transfer learning

Popular architectures
AlexNet'®

VGG
ResNet'08

GoogleNet'%?
DenseNet''°
YoLo'
GANs'12
Siamese nets'"3
U-Net®

V-Net! 4

for convergence

Batch-wise normalization of input data to increase the stability network architecture; results in faster training
and higher learning rate; causes computational overhead during training

Learning from a labeled dataset; most popular examples are CNNs; provides greater accuracy and efficiency
in various medical imaging tasks

Used when only a part of the training data is labeled; learning from a small number of labeled examples and
a large number of unlabeled examples; can utilize a pretrained network

Learning from completely unlabeled data where the model learns to make decisions based on similarity and
structure on its own

Learning by interacting with the environment for sequential decision making; in deep reinforcement learning,
neural networks approximate one or more components of reinforcement learning; nonlinear function
approximation may face instability and divergence

Learning from a model trained on another dataset is transferred to a new problem; provides rapid progress in
the training of new problem; works with similar problems only

One of the first high performance architecture; notable features include use of ReLUs, dropouts, split
computations on graphic processing units, and data augmentation

Popularized the idea of using several deeper layers for training and using smaller filter kernels
Introduced skip connections in a 152-layer network that made the network learns residuals and fine details

Contained multiple inception modules, where multiple filters of different sizes are applied to inputs and their
results concatenated; also popularized not using fully connected layers, and thus, reducing the number of
training parameters

Well suited for smaller datasets; works on feature reuse and lowers the model parameters at a given depth

Fast and simplified network to perform object classification and segmentation; pretrains a simpler version of
the network and can enable real-time processing with reasonable predictions

Generative adversarial networks have two networks, one that creates samples and the other that classifies
them; useful in image synthesis

Contains two identical networks and shares same weights between two different inputs; used to find similarity
between inputs by comparing feature vectors; needs more training time than normal networks and is slower

A very successful network in biomedical image segmentation tasks; network has two parts, first part
downsamples the images and second part upsamples them; can create high resolution results

A 3D version of U-Net with volumetric connections and skip connections

Abbreviations: CNN, convolutional neural network; GAN, generative adversarial network.

3.6 | Common problems and solution

1000 patients for data collection, whereas deep learning
applications in computer vision or robotics may include

strategies in deep networks training

One of the major factors that determine success in
deep learning performance is the availability of a large
labeled dataset. However, in the field of medical imaging
in general and in ultrasound elastography in particu-
lar, this requirement has been difficult to meet. Several
reasons include the requirement of a clinical expert in
this specialized field, associated high costs, ethical, legal,
and governmental legislation issues, and having a small
dataset for some diseases that are not so common. Most
medical imaging studies struggle to recruit more than

well beyond one million labeled images. Therefore, hav-
ing to train a deep neural network with limited training
data is a challenge.

In addition, small datasets also suffer from the class
imbalance problem, that is, the number of samples in
one class being not comparable to another class. It is
known that an imbalance in the training set may reduce
the accuracy of the ANN. Practically, this means that
when collecting medical images, the number of nor-
mal/healthy image results may be considerably more
than those with abnormal/unhealthy results, or vice
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versa in the case of very malignant conditions. Many
techniques are available to deal with this challenge,
one can be to undersample (i.e., reduce the amount of
the maijority class group), to oversample (i.e., duplicate
some samples of the minority class), or combine these
two approaches. Data augmentation is also an effec-
tive weapon to combat the problem: One can artificially
generate more samples without actually collecting new
data. The most commonly used methods include crop-
ping/padding, blurring, and rotating parts of the existing
images. Alternatively, one may also attempt to assign dif-
ferent weights to the cost function of different classes,
so as to compensate for the imbalance issue, that is,
make it more costly when a minority sample is mis-
classified. Although image transformation is a common
approach for data augmentation, an undercovered chal-
lenge in ultrasound imaging and especially ultrasound
elastography is to consider the physics of wave propa-
gation to better represent artifacts in image formation
(e.g., wave attenuation, wave reverberation, and wave
diffraction impacting the quality of clinical images), and
nonrigid motions.

The training of CNNs is monitored with an error func-
tion on training and output data. The errors are back-
propagated to CNNs to adjust inner parameters and
reduce the error. Different optimizers are used to adjust
parameters within CNNs, such as stochastic gradient
descent, AdaGrad, and Adam optimizers. The learning
of a model can be iterated with single input data, groups
of input data, or all the input data. However, minibatch
learning is more popular than batch learning to make the
model computationally efficient. Minibatch learning usu-
ally demands data shuffling during each epoch. A higher
number of epochs usually result in better performance,
but it is not necessary because sometime a network
can learn too much and cause overfitting. Overfitting
may also commonly arise due to training with limited
data. To avoid overfitting, several strategies have been
developed that include well-designed initialization,'®
stochastic gradient descent optimization,''® efficient
activation functions,''”118 dropouts,'’® and other pow-
erful intermediate regularization methods.'2°

A useful strategy for training an end-to-end deep
learning model is to use nonlinear activation functions
due to the large dynamic range and modulated nature
of RF ultrasound channel data. The ReLUs that are oth-
erwise popular in computer vision tasks, due to their
positive unbounded output, cause many dying nodes
for ultrasound channel data due to the presence of
abundant negative values. Instead of RelUs, either
hyperbolic tangent functions or a class of concatenated
RelLUs that preserve both positive and negative val-
ues could be used to overcome this issue.'?! It is also
important to consider the potential impact of subsequent
signal transformations in the deep learning processing
chain as RF ultrasound signals may undergo consider-
able dynamic range compression. This could be due to
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logarithmic transformations to project the large dynamic
range of the channel data onto the limited range of a
display. A mean square logarithmic error can be incorpo-
rated in the deep network’s training loss to compensate
for the issue of dynamic range2°

In the context of image reconstruction, model-based
methods have traditionally been popular in medical
imaging due to their reliability. New methods that utilize
models and structure together with learning from data
can perform extremely well even with limited training
datasets. For example, model-based image reconstruc-
tion requires finding an optimal regularization, whereas
an end-to-end deep learning model can reconstruct
images directly from raw data. Instead of performing an
end-to-end task, a deep learning model can be trained to
perform optimal regularization, and a model-based algo-
rithm can be utilized to reconstruct images. This could
improve image quality by learning structures through
the deep network and increase reliability in reconstruc-
tion by employing a model-based algorithm. Aggarwal
et al. proposed a framework called MoDL (model-based
reconstruction using deep learning priors) that com-
bines model-based frameworks with a deep learning
model.'?? They have proposed a variational framework
that involves a data consistency term and a learned
CNN together to capture the image redundancy. The
data consistency term is a quadratic subproblem that
may be solved either analytically for simpler problems
or through an optimization solver, such as a conjugate
gradient for complex problems. In this framework, a low
complexity plug-and-play CNN with a considerably low
number of parameters is sufficient to learn the image
set.'?? This latter approach remains to be tested with
ultrasound elastography datasets.

The neural network’s ability to process clinical images
with deep down- and upsampling (e.g., U-Net) can be
useful in improving image quality and perform effi-
cient image segmentation.'”®> The end-to-end deep
networks can be immensely useful in avoiding inter-
mediate data/image processing steps.'?* Deep learning
methods have shown their advantages not only in
improvement in image quality but also in fast imaging
computations. For example, transfer learning from dif-
ferent medical modalities or organs can be adopted
in ultrasound elastography without having access to
large datasets®%:1257126 GANs have the ability to cre-
ate synthetic datasets that can be utilized for data
augmentation to alleviate the data scarcity.'%”-128

The advanced data-driven learning capability of deep
learning models makes them a promising candidate to
tackle the challenge of the inverse problem in elasticity
by targeting high-dimensional nonlinear mapping. From
the data generation (for training) point of view, the gen-
eration of a tissue deformation field can be done by
simulating a suitable elasticity distribution and solving
the forward problem of wave propagation, which is rel-
atively easy to compute. For example, finite elements
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method can be used to estimate the deformation fields
of a given elastic tissue model with sufficient precision.”>
This data can then be utilized to train the model with
a high-dimensional mapping between the ground truth
and the wave field images. Thus, inverse problem in
tissue elasticity can be handled in a data-driven way
and probably by avoiding the challenge of noisy data
and ill-posedness for various inverse problems.'? As
an example, a conditional GAN was proposed recently,>
where the generator aimed at creating suitable elasticity
images of the tissue model, whereas the discriminator
aimed at identifying fake elasticity images created by
the generator from the real ones. The training continued
until Nash equilibrium is reached, that is, the generator
creates modulus images so real that the discrimina-
tor cannot differentiate them from the ground truth. In
addition, minimization of the L, and L, losses of the
prediction is also involved in the training procedure for
better performance. The model was able to achieve an
accuracy of over 99%."3

4 | DEEP LEARNING APPLICATIONS IN
ULTRASOUND ELASTOGRAPHY

41 | Quasi-static elastography
applications

In the last 5 years or so, deep learning has encouraged
the development of new quasi-static elastography algo-
rithms. For motion estimation problems, deep learning
was originally applied to OF estimations in computer
vision, in which a CNN-based architecture was con-
structed to perform end-to-end OF estimation without
feature extractions, as shown in Figure 5. The first net-
work called FlowNet'3° was proposed in 2015, which
demonstrated competitive accuracy with conventional
state-of-the-art OF algorithms, but with higher computa-
tion efficiency. Following it, other CNN-based networks
were developed, such as FlowNet 2.0,'3" SpyNet,'3?
LiteFlowNet,'>> and PWC-Net,'** to achieve better
accuracy. To our knowledge, the first two contributions
that utilized CNN-based OF architecture for ultrasound
quasi-static elastography were published in 2018. One
used a retrained FlowNet 2.0 with an additional ultra-
sound dataset to estimate breast strains® This is the
first feasibility study of deep learning in quasi-static
ultrasound elastography. Although the obtained strain
image quality was lower than that using the cross-
correlation method, the additional training dataset from
simulated ultrasound RF signals was proven to be bene-
ficial for accuracy improvement. The other study utilized
FlowNet 2.0 directly to get a coarse estimate, and then
the initial displacements were refined using a global
ultrasound elastography method, named Global Ultra-
sound Elastography Network.'>®> The strategy of an
initial estimation with FlowNet and fine-tuning with a

conventional displacement estimation method showed
robustness against decorrelation noise induced by large
inter-frame motions. Recently, the same group pro-
posed an RF Modified PWC-Net (RFMPWC-Net) to
obtain similar performance as state-of-the-art conven-
tional elastography methods for liver strain imaging but
outperformed FlowNet 2.0 and original PWC-Net.'3¢
Other than five pyramid levels of PWC-Net, the final
pyramid level of the RFMPWC-Net also included the
features extracted from RF data for accurate dis-
placement estimations. A total variation regularization
regarding displacement gradients was added into the
new cost function to reduce displacement variations.
With pretrained weights of the original PWC-Net, the
additional 1000 image pairs of simulated displacements
were used to fine-tune the proposed network, which
improved the performance of displacement estimations.
A thorough evaluation of CNN-based OF networks for
breast ultrasound strain elastography can be found in
Ref. [137].

The straightforward translation from CNN-based
OF architectures in computer vision to ultrasound
quasi-static elastography is not adequate for accurate
strain estimations. The main reason is that previ-
ous CNN-based networks were trained by datasets
of photographs in which only rigid motions were
represented.’>” However, tissue motions are more
complex, including both rigid displacements and non-
rigid deformations and rotations. In addition, previous
studies only utilized deep learning architectures to
estimate displacements. An additional gradient oper-
ation is performed to derive strains. Thus, other
CNN-based networks, which are trained with ultra-
sound simulation datasets based on biomechanical
models and ultrasound physics-based reconstructions,
have recently been proposed to provide end-to-end
direct strain estimations. Wu et al. exploited two cas-
caded CNNs to reconstruct strains directly from RF
signals.'?* The two-stage processes, that is, RF signals-
to-displacements and displacements-to-strains, were
respectively replaced by two separated CNNs, and the
two networks were trained simultaneously using 40
image pairs of displacement and strain fields. The test
results on 42 phantom data and 4 patient data indi-
cated that the model could predict strain maps with
higher signal-to-noise and contrast-to-noise ratios than
a classical state-of-the-art method. A recent work of an
end-to-end strain network is shown in Figure 6, which
incorporated two cascade subnetworks.'3® Displace-
ments and strains were first computed by biomechanics
simulations using a finite elements analysis. The causal
relationship among RF signals, displacements, and
strains, namely, RF signals causing displacements and
displacements causing strains, enabled displacements
to be privileged information to be added into the interme-
diate layer between the two subnetworks. The privileged
information was able to provide the extra supervision
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FIGURE 5 Architecture based on a neural network that learns to estimate end-to-end optical flow tracking of motions from ultrasound
images. The input is a pair of ultrasound images and the outputs are optical flow estimations.

information to guide the network training. The network
was trained with a part-to-whole procedure, using 100
image pairs of displacement and strain fields. Specif-
ically, the two subnetworks were trained separately
using different loss functions in terms of displacement
and strain values, respectively. Then, the entire net-
work was trained with the combined loss function. This
learning-using-privileged-information paradigm corrects
the intermediate state of the learning process,'3® which
allows the network to outperform state-of-the-art meth-
ods in terms of effectiveness and efficiency.

For myocardial elastography, FlowNet 2.0 was also
incorporated to automatically assess myocardial func-
tion of the left ventricle in 2D echocardiography.'®
The model was trained with three public synthetic
datasets widely used for training and evaluation of
OF methods in computer vision. Then, the trained
model was evaluated on 21 subjects with cardiac
diseases, whose performance was compared to the
elastography method implemented on the commercial
ultrasound system used. The average global longitudinal
strains with the deep learning method (—17.3% + 2.5%)
was in good agreeement with the commercial method
(—17.9% + 2.3%). More recently, the same group pro-
posed EchoPWC-Net for automated myocardial function
imaging,'*® which is a modified PWC-Net removing
the feature warping at each level. Other than synthetic
datasets mentioned before, a simulated cardiac ultra-
sound dataset'*"! was used for training, which included

6165 images with known displacements. In addition
to basic data augmentation, four common artifacts
in echocardiography were induced as specific ultra-
sound augmentation schemes, namely, acoustic shadow,
acoustic haze, depth attenuation, and speckle reduction,
to increase the robustness of the model. The evaluation
test of global longitudinal strains on 30 patients showed
a significant correlation with a commercial method with
a correlation coefficient of 0.96, although with an under-
estimation of large strains due to predominant small
strains in the training dataset.

As robust motion estimation is difficult for a left
ventricle because of large translations, rotations and
strains, and out-of-plane motions, some biomechanical
prior assumptions, such as spatiotemporal smoothness,
are explicity embedded in motion-tracking methods
to regularize motion fields and alleviate unreliable
motion estimations. Lu et al.'*?> proposed to use a
multilayered perceptron network that was trained with
a synthetic cardiac dataset to learn a latent repre-
sentation of spatiotemporal regularization. The neural
network-based spatiotemporal regularization coupled
with a motion-tracking method showed improvement in
tracking performance compared with no regularization.
A more recent work extended the multilayered percep-
tron network to include biomechanical constraints.'*?
Incompressibility and periodic motion of cardiac tissues
were introduced into the cost function. The biomechan-
ically inspired constraints alleviated the poor tracking
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FIGURE 6

Overview of classic neural network methods and the learning-using-privileged-information (LUPI) network. Traditional methods

learn to predict input y from input x using labeled data. The LUPI network added privileged information into a loss function to provide an extra
supervision information, which guided directly the inner feature representation and helped correct the intermediate state in the learning process.

BP, back propagation. Source: Adapted with permission from Ref. [138].

performance of the trained model, by using a synthetic
dataset adapted to an in vivo dataset. This work showed
the capability of identifying infarcted cardiac regions in
a canine model, which was verified by manually traced
infarcted regions from postmortem excised hearts.'*3

4.2 | Dynamic elastography applications
The development of deep neural networks in dynamic
elastography has resulted in several clinical applica-
tions detailed next, which include a classification of
breast tumors,'**14° liver imaging,'*¢-1%8 thyroid nod-
ules imaging,'*° elastography of plantar fasciitis,'*® and
prostate cancer.'®! Such studies have been in the recent
trends of the last decade. Architectures based on CNNs
remain the most popular choices, whereas most stud-
ies have focused on either the classification of benign
and malignant tumors, or on estimating the tissue stiff-
ness. Let us review these studies while categorizing
them according to their application.

4.21 | Applications in breast tumor
classification

SWE is being widely used for cancer screening, espe-
cially in breast cancer research. In general, malignant
breast tissues are stiffer than healthy/benign ones, and
morphological data can provide important clinical infor-
mation. Ultrasound B-mode features have been widely
used in conjunction with dynamic elastography data

for breast tumor classification, and the breast imaging
reporting and data system has standardized the use of
these approaches for diagnosis.

An SWE study based on a deep belief network of two-
layer architecture comprising a point-wise Boltzmann
machine and a restricted Boltzmann machine showed
that deep learning features could achieve higher classifi-
cation performance than conventional machine learning
approaches with 93.4% accuracy, 88.6% sensitivity, and
97.1% specificity.'** The continued development of
deep learning showed great potential for classification,
especially by utilizing CNN architecture. A CNN-based
radiomics classification model for SWE data was first
implemented by Zhou et al.'®® The developed net-
work could automatically extract a large number of
features from the recorded dataset, including small
structures/edges, as well as high level high-abstraction
information. Their model reported as much as 4224 fea-
tures extracted by the whole CNN architecture.'®? The
first several layers of the CNN learned low-level fea-
tures that have small receptive fields such as edges and
corners. The middle layers learned to detect a part of
the tumors. The top layers had larger receptive fields
and could learn high-level, high-abstraction, and seman-
tic features, such as parts and objects. The only manual
intervention required when using such architecture was
selecting the ROI, which was done by experienced radi-
ologists. There was no requirement for segmentation
algorithms to extract crafted features such as contours,
sizes, or shapes. Figure 7 shows a schematic diagram
of the CNN architecture that was used in the latter study
for tumor classification.
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Schematic diagram of convolutional neural network
(CNN) for the classification of breast tumors on recoded shear wave
elastography (SWE) images. Source: Adapted with permission from
Ref. [152].

FIGURE 7

Oftenin deep learning based studies, ultrasound elas-
tography is utilized as a supporting parameter to other
clinical ultrasound images to quantify a tumor grade by
using a standardized color scheme. Combining elas-
tography with B-mode ultrasound imaging is probably
more useful than combining color Doppler with B-mode
ultrasound for differentiating small, oval, or round triple-
negative breast cancers from fibroadenomas. Yeo et al.
reported this conclusion after analyzing data from 68
fiboroadenomas and 63 triple-negative breast cancers
smaller than 2 cm.'®® The average area under the
receiver operating curve (ROC) for B-mode with elas-
tography was 0.869, which was significantly higher
compared to B-mode with color Doppler imaging that
was 0.576. A deep polynomial network Al architecture
for the automated extraction of dual-modal image fea-
tures from both SWE and B-mode ultrasound, with the
leave-one-out cross-validation, resulted in a sensitivity
of 97.8%, a specificity of 94.1%, and an accuracy of
95.6%.'*°> The performance of classification between
benign and malignant breast tumors was better than
single-modal using either B-mode ultrasound or SWE.
Machine learning architectures based on support vec-
tor machines have also utilized tissue elasticity data
for breast tumor segmentation. A novel system that
could obtain quantitative elastographic information from
color SSI elastography images was proposed to classify
benign and malignant breast tumors based on a dataset
of 125 lesions from 93 patients.”®* A support vector
machine classifier was used and 90.9% sensitivity and
97.5% specificity were achieved.

Compared to other imaging modalities such as X-
ray mammography or magnetic resonance imaging, Al
architecture has been utilized less often in the ultra-
sound field in general and ultrasound elastography in
particular. One of the main reasons is that poor image
quality is observed when a large amount of tissues
is examined by the ultrasound field, and shadowing
of tumors makes their contours unclear. Also, in SWE,
images can be misinterpreted if the probe is pressed
harder®' Difficulty in data collection and recruiting a
large number of patients, as mentioned earlier, are
other reasons for fewer publications. The role of data
augmentation, shown to be useful in avoiding overfit-
ting and improving classification performance in various
fields, has not been explored much in these studies on
elastography and remains a low hanging fruit.

4.2.2 | Applications in liver imaging

Chronic liver disease is a major health problem with
most prevalently including nonalcoholic fatty liver dis-
ease and viral hepatitis. Liver biopsy remains the
common method for diagnosis, which is an invasive his-
tologic reference standard with risk of complications.
The liver imaging reporting and data system is the stan-
dardized classification system for imaging liver lesions
and related diagnosis. Elastography for the assessment
of liver stiffness has replaced the need for a great major-
ity of liver biopsies. However, an unequivocal advocacy
of elastography as a complete replacement for a liver
biopsy is still not established, and challenges in obtain-
ing a perfect assessment of full-bodied patients with
large body mass indexes, steatosis, or very stiff livers
still need to be overcome.3”:50.155 Recent developments
include deep networks that estimate liver fibrosis sever-
ity from ultrasound texture,'®® deep learning radiomics
of SWE images,'*” and the continued study of Al-based
methods for medical imaging of the liver.!“6.'48 Treacher
et al."®® collected gray-scale elastography images from
326 patients, including 3500 images with corresponding
SW velocity measurements. The study used this data to
train and validate 100 different CNN architectures. The
study concluded that there was no substantive associ-
ation between gray-scale elastography texture and SW
velocity.

Future objectives for the development of elastogra-
phy systems include the diagnosis of inflammation, an
important factor in the pathogenesis of nonalcoholic
steatosis (NASH) or viral hepatitis. A deeper under-
standing of the significance of the tissue mechanical
properties as a standalone predictor of clinical out-
comes is also desired. Elastography will continue to
have rapid developments in the near future and Al-
based diagnostic methods may have the potential to
completely overturn the challenges faced in current
state-of-the-art ultrasound B-mode and elastography
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imaging standards. In fact, deep learning methods based
on ultrasound imaging data have shown accuracy up to
100% in detecting fatty liver disease and making risk
stratification.'#6.147.156.157 A" study conducted among
398 patients for the staging of liver fibrosis (grades
FO—F4) using SWE and a CNN model achieved area
under the ROC curve (AUC) values of 0.97 for F4,
0.98 for >F3, and 0.85 for >F2.'47 Al studies in ultra-
sound B-mode liver imaging as well as in elastography
have accelerated in recent years, consistently achiev-
ing sensitivity up to 100% and accuracy in the range of
97%—100% with either support vector machine or CNN-
based models.'58-181 Of course, further validations with
extensive datasets are still required to confirm those
performances.

One of the first Al models was a machine learning
study based on a support vector machine model and
a computer-aided diagnosis system for the classifica-
tion of chronic liver disease using 2D-SWE imaging.'6?
This study included a dataset of 126 subjects, and a
stiffness value clustering algorithm was employed to
extract 35 features indicative of physical characteristics
within SWE images. The study reported an accuracy of
87.3% with sensitivity and specificity values of 93.5%
and 81.2%, respectively.'®? Wei et al.'®® proposed to
reconstruct a clinical scoring system for an improved
detection of advanced hepatic fibrosis and cirrhosis in
hepatitis B and C virus patients. The analyses were per-
formed using three machine learning methods, namely,
decision trees, random forests, and gradient boosting
methods on 576 hepatitis B and 484 hepatitis C patient
datasets. The study also developed a publicly accessible
web-tool, LiveBoost, to use in clinical practices. Recently,
deep models have become a more popular choice due
to their better performance, as summarized next.

A multicenter study named deep learning radiomics of
elastography (DLRE) was conducted by Wang et al.'*’
to assess liver fibrosis stages on 398 patients from
12 hospitals with 1990 2D-SWE images. The patients
had chronic hepatitis B, and histology obtained from
liver biopsy was used as a reference. They reported
an AUC for a cirrhosis of 0.97, for an advanced fibro-
sis of 0.98, and for a significant fibrosis of 0.85 with
the use of the DLRE architecture. A schematic of
the DLRE architecture is shown in Figure 8. Another
study aimed at assessing chronic liver disease with
multiple deep learning networks, including GoogLeNet,
AlexNet, VGG16, testNet50, and DenseNet201, utilized
SWE images acquired from 200 patients and registered
an accuracy ranging from 87.2% to 97.4%, which outper-
formed the radiologists’ performance at least by 10%.54
Treacher et al.’®® focused on studying the texture pat-
tern in gray-scale elastography images to estimate SW
velocity in liver fibrosis patients and investigated a total
of 100 CNN architectures. Brattain et al. developed an
automatic framework to classify liver fibrosis stages
using SW elastograms.'®® The CNN-based classifier

provided an AUC of 0.80 versus 0.69 using a reference
manual approach. Multimodal ultrasound imaging com-
bining B-mode images with SW elastograms achieved
a better grading of liver fibrosis than B-mode or SWE
alone.'?® Another work studied the prediction of hepa-
tocellular carcinoma occurrence using a combined CNN
and support vector machine model.'®® It showed a pre-
dictive accuracy of 90%, when considering B-mode
images, SW elastograms, sex, and age. Gatos et al.'®’
performed a study to automatically detect and isolate
areas of low and high stiffness temporal stability in SWE
images to define their impact in chronic liver disease
diagnosis.

Deep learning studies for liver imaging face the chal-
lenge that the acquired dataset is not of superior quality,
often due to ultrasound attenuation in large body size.
In addition, differences in imaging systems could affect
the image display. Moreover, the imaging acquisition
and examination need to be unified among opera-
tors to construct a well-qualified imaging database.
The implementation of transfer learning strategies and
further deep learning advancements could improve
classification accuracy.

4.2.3 | Applications in thyroid nodule
classification

Thyroid nodules are abnormal lumps in the organ, which
may be indicators of cancer. As for other organs, the
standardized diagnostic algorithm for TI-RADS provides
a score to indicate the risk of malignancy of the thy-
roid gland. Confirmation of diagnosis still requires fine
needle inspiration biopsy; however, due to its complex-
ity, about 10%—20% of thyroid nodule biopsies tend to
be nondiagnostic.'®® Qin et al.'*? utilized a combined
B-mode and elasticity image dataset as an input to
a CNN architecture for combining depth features of
these images to form a hybrid space for the classifi-
cation of benign and malignant thyroid nodules. The
CNN was pretrained on an ImageNet database and a
transfer learning strategy was used to extract image
depth features in ultrasound images. Depth features of
B-mode and elasticity images were combined to form
a hybrid feature space, and an end-to-end CNN model
was implemented. The study used 1156 thyroid nod-
ule images in 233 patients and reported an accuracy
of 94.7%. Several other deep learning studies utilized
only B-mode ultrasound images for thyroid nodules clas-
sification, including Ma et al.'®® who fused two CNNs
pretrained on an ImageNet database to achieve higher
accuracy; Peng et al.'"’ who created a network called
ThyNet trained on 18049 images from 8339 patients and
tested on 4305 images of 2775 patients to achieve an
accuracy of 92.2%; and Zhou et al.'”! who performed
deep learning radiomics of thyroid ultrasound images
based on a transfer learning strategy with a dataset of
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FIGURE 8

lllustration of the deep learning radiomics in elastography (DLRE) architecture that takes a two-dimensional (2D) shear wave

elastography (SWE) image as inputs to predict liver fibrosis stages. The input layer follows a four convolution-pooling procedure (C1-P1 to
C4-P4), and the last pooled maps are fully connected with 32 neural nodes that perform classification. Source: Adapted with permission from

Ref. [147].

1750 thyroid nodule images and achieved an AUC score
of 0.96.As far as we are aware of, no other deep learning
studies based on ultrasound elastography images have
been reported, and the field remains open for further
exploration.

4.2.4 | Other clinical applications

In addition to the three main applications discussed
here, Al-based diagnostic research is being carried
out for several other clinical applications. One of the
first such applications was in endoscopic ultrasound
elastography for the diagnosis of focal pancreatic
masses with a data size of 778 recordings from 258
patients, where multilayered perceptron architecture
was used.'”? The neural network model had two hid-
den layers and was trained with the backpropagation
algorithm that achieved 84.27% in testing accuracy.
In 2D-SWE, Gao et al.'? developed a deep Siamese
framework with multitask learning (DS-MLTL) and trans-
fer learning, which could learn discriminative visual
features and effective recognition functions for the
classification of plantar fasciitis, a common cause of
heel pain. The study also reported that their network
resulted in higher sensitivity (78.3%) and specificity
(91.7%) compared to other popular deep learning meth-
ods, namely, the CNN model (sensitivity = 75.0%,
specificity = 86.7%), transfer learning model (sensitiv-
ity = 71.7%, specificity = 88.3%), and DS-MLTL model

(sensitivity = 76.7%, specificity = 86.7%). Table 3 pro-
vides a summary of technical informations on different
clinical applications. As seen, various Al models were
used and training, and test sets were limited with less
than 1500 images acquired from less than 700 patients.

4.2.5 | Limitations being resolved by deep
learning technologies

It is worth mentioning that Al architectures have also
been utilized in several system development-related
applications that could be used in elastography, such as
beamforming’”® and inverse problem solution in elas-
ticity imaging.'?° Patel et al.’?° developed a CNN model
that accepted measured displacements as inputs and
trained it to classify tumors based on their heterogene-
ity and nonlinearity. A 5-layered CNN was utilized for
training 8000 synthetic samples of tissue heterogene-
ity, and a 4-layered CNN was utilized for training 4000
synthetic samples of nonlinear elasticity, and accura-
cies of 99.7%—-99.9% were reported. The model was
also validated on data obtained from 10 patients with
breast lesions. The scope for both deep learning—based
advanced architectures seems to be endless in med-
ical diagnostics. It is expected that elastography data
in combination with conventional ultrasound data could
greatly improve the diagnostic accuracy, and advan-
tages are multifold. Rightly so, deep learning has been
dubbed as a paradigm shift in medical imaging'’® that
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TABLE 3 A summary of clinical diagnostic applications using dynamic elastography and deep learning methods

Sensitivity/
Training dataset Testing dataset Specificity
Disease/application Al classifier (images) (images) Accuracy (%) (%)
Breast tumors'4° Deep polynomial 227 dual mode (SWE and B-mode ultrasound) 95.6 97.8/94.1
network from 121 patients
Breast tumors'%2 CNN 400 (training) and 140 (testing) from 205 patients  95.8 96.2/95.7
Breast tumors'73 Multiple CNNs 304 (training) and 73 (testing) 0.87 (AUC) 85.7/78.9
Breast tumors'74 Multiple CNNs 584 breast lesions 85.7 79.1/93.6
Breast tumors'4* Unified point-wise 227 5 93.4 88.6/97.1
gated Boltzmann
machine-based
two-layer deep
learning architecture
Chronic liver disease'®* CNN 140 60 87.2-97.4 -
Liver fibrosis 165 CNN 515 patients 103 patients 0.80 (AUC) -
Liver fibrosis'26 CNN 364 patients 102 patients 0.95 (AUC) 90.1/94.3
Hepatocellular CNN 1302 from 262 patients 434 from 86 patients 0.90 (AUC) 83.3/96.3
carcinoma'®6
Hepatitis B CNN 1330 from 266 patients 660 from 132 patients 0.98 (AUC) 90.4/98.3
virus-associated
fibrosis'47
Liver fibrosis'6” CNN 200 from 200 patients 82.5-95.5 _
Thyroid nodule#? CNN 908 from 183 patients 248 from 40 patients 94.7 92.7/97.9
Plantar fasciitis '%° Deep Siamese 720 360 85.0 76.8/93.3
framework

Abbreviations: Al, artificial intelligence; AUC: area under the receiver—operating curve; CNN, convolutional neural network; ReLU, rectified linear unit; SWE: shear wave

elastography.

could achieve optimal results cost-effectively, especially
from large and compromised datasets, as well as for
nonlinear, non-convex, and overly complex problems.
Deep learning—based models have been very use-
ful in tasks that require a dense output, such as voxel
classification in 3D image segmentation.!”” This has
reduced the labor and cost of manually annotating tis-
sue boundaries, bones, etc. In addition, deep learning
has been useful in assisting radiologists and other clin-
icians in decision-making by improving image quality.
End-to-end deep learning models, which avoid multi-
stage dependency from one stage to the next, have the
potential to provide new dimensions in computer-aided
diagnosis by combining computer vision with medical
imaging.'”® However, proposing end-to-end models for
accurate lesion recognition still remains challenging due
to unavailability of large datasets for training. Image-to-
image translation, where images of one modality can
be transformed to images of a different modality, is
a new domain made possible by deep learning mod-
els. Models such as pix2pix network use conditional
GANs for image-to-image translation with pixel-to-pixel
correspondence,'’® whereas cycleGAN can be applied
to unmatched images and does not require pixel-to-pixel
correspondence?’ Another domain is super resolution
where deep learning has performed well in medical
imaging applications due to the network’s deep layers’

ability to up-sample the images efficiently and accu-
rately. Many super resolution models such as FUS-Net
are based on extensive down- and up-sampling of the
images.'?'80 GANs have been used for super res-
olution in ultrasound elastography.'®’ Deep learning
methods also have the ability to create synthetic elastog-
raphy images from ultrasound B-mode images.2® Image
fusion is another feature of deep learning, which is a
future scope in ultrasound elastography by now, but is
already popular for other imaging modalities.'8%183

5 | CONCLUSIONS AND
PERSPECTIVES

Deep neural networks provide automated solutions for
several clinical problems that may require expert skills
for humans. There are two major fields of clinical Al
research: (1) image processing/analysis that involves
denoising, feature extraction from images, segmenta-
tion, etc., and (2) image formation/reconstruction, that
is, from data to images. Even though a deep network
is fundamentally different from multi-resolution analy-
sis or optimization models, the major virtue of deep
networks is the nonlinear learning and non-convex
optimization ability. However, the lack of curated train-
ing data is a major limitation in advancing any Al
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model. Clinical translation of fully automated deep
learning models for diagnosis tasks may take a few
years as it would require absolute confidence by the
clinical community. There is a need to develop more
advanced algorithms to solve more complex medical
problems, especially in ultrasound imaging. There is also
a need to validate diagnostic assistance methods (e.g.,
heatmaps'®*) providing feedback to clinicians instead of
final diagnosis.

This article summarized several studies that imple-
mented deep learning methodologies for ultrasound
elastography applications, particularly for image anal-
ysis and feature extraction. In the next paragraphs,
a discussion is given on some prospective topics of
research that have not yet been explored much in
ultrasound elastography Al research.

There has been relatively limited research conducted
on image reconstruction in SWE applications, which
remains a low hanging fruit.'"®> Deep learning-based
reconstruction algorithms have data-driven knowledge-
enhancing abilities that provide smarter initial guess,
more relevant features extraction, and application-
specific regularized final images. If a dataset is severely
compromised due to truncation, distortion, noise, or arti-
facts, a model-based iterative or analytical algorithm
can be used for initial reconstruction and subsequently
used as an input to deep network.'® This two-step pro-
cess for image reconstruction can be extremely useful in
elastography applications. Such networks can become
favorable as deep networks with images as inputs can
easily be adapted and domain-specific data can be
incorporated as unprecedented prior knowledge. Band-
width enhancement of recorded data is another open
field'® that can improve reconstruction algorithms in
ultrasound elastography.

Nonuniform approaches to acquire data in SWE are
a major challenge that restricts the unification of var-
ious databases. Recently, efforts have been made to
address this by creating unifying standards and a list
of recommendations for data acquisition. The Radio-
logical Society of North America’s Quantitative Imaging
Biomarkers Alliance was one of the first initiatives
toward unifying standards for identifying needs, barriers,
and solutions in clinical imaging by uniting researchers,
health-care professionals, and the industry.'88.18° The
World Federation for Ultrasound in Medicine and Biology
published a set of guidelines in 2017 for clinical use of
elastography.'®® The European Federation of Societies
for Ultrasound in Medicine and Biology’s publications
are a further extension to this list where an extensive
set of recommendations are made on data acquisition
for use in liver ultrasound elastography.'®' Researchers
and industry professionals in the field are encouraged
to follow these recommendations for SWE data acquisi-
tion so that a larger unified database can be established,
which would be immensely useful in developing deep
learning models in ultrasound SWE.

MEDICAL PHYSICS——2

The network design remains a popular topic of
research in terms of both overall architecture and com-
ponent characteristics 80144145192 Thjs is equivalent
to algorithmic design or computer architecture design,
which still is a prominent topic for specific applica-
tions such as elastography. Another important field
is unsupervised learning that has been explored in
magnetic resonance and computed tomography imag-
ing modalities for tasks such as denoising,'®® motion
correction,'®® and synthetic image generation using
GAN'9-197- similar exploration is needed in ultra-
sound elastography applications. A futuristic hope is
that deep neural networks can be further advanced
by mimicking neuroplasticity of the brain—the ability
to form new connections, update how nodes are con-
nected, and reorganize itself for improved learning and
adaptation.!76.198

As mentioned a few times in this review, one of the
main challenges in deep learning applied to medical
imaging is the unavailability of large datasets. If the
scarcity is only related to the labeling of the data, semi-
supervised learning and data augmentation approaches
could help. Many tasks require predictions to be insen-
sitive to certain variations in data. Classical intensity
augmentations such as histogram manipulation, addi-
tion of noise, augmentation (e.g., scaling, cropping,
flipping, padding), rotation of images, etc. can be utilized
toincrease the dataset size. However, to be more specific
to challenges relevant to the field of ultrasound imaging,
considering data augmentation using image transfor-
mations based on acoustic physics concepts may be
privileged to better mimic clinical variabilities. Another
strategy to use the limited data is to train the network
efficiently. CNN training is a sequential process of many
epochs that optimize network parameters. In one of
such attempts, van Grinsven et al."®® improved CNN
training by dynamically selecting misclassified negative
samples during training. In every epoch, they proposed
to randomly select a subset of samples to update net-
work parameters. As the majority of training samples are
often highly correlated due to the repetitive pattern of
normal tissues, only a small fraction of acquired images
are informative. Thus, their approach to identify informa-
tive normal samples to use only a subset of samples for
training not only improved the training efficiency but also
speeded up the process. Another common approach in
medical imaging to address the limited data challenge
is to adopt transfer learning, where CNN models trained
on natural image datasets or from a different medical
domain are used. The CNN model is then fine-tuned as
per the requirement of the task at hand, especially when
a medium size dataset is available. Tajbakhsh et al. pro-
posed in their study that using pretrained networks and
fine-tuning them could provide much improved results,
especially with smaller size datasets.'’® Their analysis
further showed that deep fine-tuning led to improved
performance over shallow fine-tuning.
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Few-shot learning algorithms are another approach
when dealing with limited datasets. These algorithms are
especially very useful in image classification, and seg-
mentation tasks can represent a small amount of data
in such a way that it can be generalized to a broader
range of data. The few shot problem is generally of the
form of a k-shot n-way, where k refers to the number
of available training samples, and n refers to number
of classes the sample may belong t0.2°%-292 Matching
networks,2%% protyping networks 2% and model agnostic
meta-learning?’® are some recent advances in few-
shot learning. However, these advancements have not
yet been explored in ultrasound imaging (and conse-
quently ultrasound elastography) and scopes remain
open. Finally, it is also worth mentioning the federated
learning approach to address data scarcity. The main
idea in federated learning is to build Al models based
on datasets that are distributed across multiple devices,
while preventing data leakage. It involves a process in
which a number of data owners who wish to train their
Al model, collaboratively but without sharing the data,
can do so without one owner’s data getting exposed
to others?% This is especially important when patients
data cannot be shared across multiple institutions due
to confidentiality, ethical, or intellectual property—related
issues. Improving data security remains the focus of the
federated learning approach.

Before concluding, it is worth mentioning that deep
models also have some limitations. Although deep learn-
ing methods have shown promise for wide biomedical
applications, they are not yet popular and translated
in clinical systems?2%” especially in ultrasound elas-
tography, due to variability (e.g., signal-to-noise ratio,
contrast-to-noise ratio, image resolution, and image out-
liers) caused by the data itself. Quantitative prediction of
viscoelastic properties is not yet solved with deep learn-
ing. This may take a while due to the scarcity of labeled
training datasets. In addition, data coming from sys-
tems manufactured by different vendors makes it further
challenging and causes generalization gap.2°® Another
challenge is that these models are usually trained for
only one task (single imaging modality, specific tissue
type, etc.) and cannot be easily generalized for differ-
ent tasks. It is sure, Al will change radiology in the
upcoming decades, and radiologists will gain consider-
able productivity benefits from integrating Al with their
practice.!46.209

Rigorous data collection criteria and uniform global
ethical guidelines for Al need to be developed in
order to establish its role in clinical practice and for
advancing applications in elastography. Ethical and legal
responsibilities for decision-making will remain under
the responsibility of physicians and Al should adapt
to this context. Although it has been well demon-
strated that humans and Al models working together
can achieve a higher level of accuracy in ultrasound
elastography—based diagnosis and prognosis, efforts,

legislation strategies, and legal issues will have to be
addressed to include Al into clinical guideline practices.

One common obstacle across research groups is that
it is not easy for single sites to generate a large amount
of data and to label it. Multicenter initiatives, collabo-
rative research, data sharing, and crowd sourcing are
some possible approaches to unite useful resources
for further deep learning—based advancements in elas-
tography. Although the lack of labeled data can be
tackled with semi-supervised or unsupervised learn-
ing, one strategy to minimize the burden of manual
labeling or annotations could be to use active learning,
where the model selects uncertain predictions for man-
ual correction before retraining.?'? Zhou et al.'*% called
for creating a globally interconnected network of an
open patient dataset to include diverse demographics
and geographical locations. This would also promote Al
research in countries where acquiring patient datasets
is a challenge due to ethical, financial, or bureaucratic
limitations. Al in medical research will only move for-
ward in a socially responsible and globally beneficial
way by promoting open access research and shared
clinical datasets.
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