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The Revisited Frequency-Shift Method for Shear
Wave Attenuation Computation and Imaging

Ladan Yazdani , Manish Bhatt, Iman Rafati , An Tang , and Guy Cloutier , Senior Member, IEEE

Abstract— Ultrasound (US) shear wave (SW) elastogra-
phy has been widely studied and implemented on clinical
systems to assess the elasticity of living organs. Imaging
of SW attenuation reflecting viscous properties of tissues
has received less attention. A revisited frequency shift
(R-FS) method is proposed to improve the robustness of
SW attenuation imaging. Performances are compared with
the FS method that we originally proposed and with the
two-point frequency shift (2P-FS) and attenuation measur-
ing US SW elastography (AMUSE) methods. In the pro-
posed R-FS method, the shape parameter of the gamma
distribution fitting SW spectra is assumed to vary with
distance, in contrast to FS. Second, an adaptive random
sample consensus (A-RANSAC) line fitting method is used
to prevent outlier attenuation values in the presence of
noise. Validation was made on ten simulated phantoms with
two viscosities (0.5 and 2 Pa·s) and different noise levels (15
to −5 dB), two experimental homogeneous gel phantoms,
and six in vivo liver acquisitions on awake ducks (including
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three normal and three fatty duck livers). According to the
conducted experiments, R-FS revealed mean reductions in
coefficients of variation (CV) of 62.6% on simulations, 62.5%
with phantoms, and 62.3% in vivo compared with FS. Cor-
responding reductions compared with 2P-FS were 45.4%,
77.1%, and 62.0%, respectively. Reductions in normalized
root-mean-square errors for simulations were 63.9% and
48.7% with respect to FS and 2P-FS, respectively.

Index Terms— Attenuation measuring ultrasound (US)
shear wave (SW) elastography (AMUSE), fatty liver, fre-
quency shift (FS), SW attenuation, SW elastography,
two-point frequency shift (2P-FS), ultrasonography.

I. INTRODUCTION

ULTRASOUND (US) shear wave (SW) elastography is
an established technology that utilizes a clinical US

system to noninvasively assess the mechanical properties of
soft tissues [1]. This technique is based on the monitoring of
SW propagation in biological tissues. SWs can be generated
within the target tissue by focusing US push beams using a
remote US probe [2]–[4]. The US probe first generates an
acoustic radiation force that induces transient SWs in the
tissue, and then, detecting the SW motion is done via tracking
algorithms [5]. Faster propagation of SWs in stiffer tissues
than softer ones has been used to characterize the severity
of diffuse liver disease and focal lesions [6]–[8]. In recent
years, SW attenuation is receiving attention to characterize
biological tissues [9]–[11]. SW speed and attenuation are the
basic properties of viscoelastic tissues that can be used for
pathological organ diagnosis [7], [8].

The stiffness of a purely elastic medium is often quantified
in terms of its Young’s modulus (E) given as E = 3ρc2

(here, ρ is the medium density assumed constant and c is
the SW speed). However, biological tissues are inherently
viscoelastic in nature as they behave both as solid-like and
fluid-like materials [12]. Past studies have utilized the SW
speed frequency dispersion to estimate viscoelasticity through
the assumption of a rheological model [often Kelvin–Voigt
(KV)] [13]–[16]. Kazemirad et al. [17] proposed a rheological
model-free method for quantifying the frequency-dependent
shear modulus, under the assumption of a homogeneous and
isotropic medium, and a cylindrical SW propagation front
to correct for wave diffraction. A similar diffraction cor-
rection method was proposed by Budelli et al. [18] using
similar hypotheses. There are also some other estimators
of tissue viscoelastic properties, such as group SW speed
(gSWS) [19], fractional derivative gSWS [20], and reverberant
SW [21].
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State-of-the-art alternative methods for viscoelasticity esti-
mation rely on SW attenuation computation [9]–[11], [22],
which has been a challenge due to variance under noisy
conditions [23]. The attenuation measuring US shear-wave
elastography (AMUSE) method improved robustness to noise
by using a 2-D k-space frequency analysis within a region-of-
interest (ROI) [10]. However, this approach does not provide
imaging capability due to the requirement of analyzing the
whole ROI to provide an estimate. As other SW attenuation
methods [9], [23], it does not assume any rheological model,
and the hypothesis of a linear, homogeneous, and isotropic
viscoelastic medium remains a requirement for AMUSE.

The frequency-shift (FS) method proposed by
Bernard et al. [9] to image SW attenuation was built
on the hypothesis that geometrical diffraction spreading
effects are independent of the SW frequency and that
attenuation depends linearly on frequency. Consequently,
the FS method does not require the acoustic radiation force
source to be planar (i.e., infinitely long) or cylindrical.
The main novelty of this work was to hypothesize that the
frequency domain amplitude spectrum of SWs follows a
gamma distribution, and that the rate parameter of this gamma
fit is related to SW attenuation by a linear relation. However,
in its current form, retrieving the rate parameter by a linear
frequency fitting can be challenging under noisy conditions.
Kijanka and Urban [23] proposed a modification to the FS
method (named two-point frequency shift method—2P-FS),
in which data from only two spatial locations are utilized to
estimate attenuation. However, limitations exist in terms of
optimum selection of these two points, which is a concern
for achieving accuracy in SW attenuation computation.

In this study, we implemented the state-of-the-art SW
attenuation methods (FS, 2P-FS, and AMUSE) and revisited
our original implementation of FS (named R-FS) by making
the following contributions [24]: first, the assumption of a
constant shape parameter for all lateral locations was dropped,
as also proposed in [23] and second, an adaptive random
sample consensus (A-RANSAC) algorithm [25] was developed
to estimate the slope of the varying rate parameter with
distance of the gamma distribution. The advantage of these
modifications is that instead of selecting only two spatial
points in an ROI as for the 2P-FS method, the proposed
approach can consider multiple spatial locations to award more
accuracy.

II. METHODS

A. FS Algorithm

The FS method [9] is briefly reviewed here. Assuming that
the SW field amplitude spectrum at location x0 is S( f ), then
after a distance �x away from this location, i.e., at x1 =
x0 + �x , the amplitude spectrum can be written as

|R( f )| = G( f, x1) × H ( f,�x) × |S( f )| (1)

where G( f, x1) represents the geometrical diffraction effects,
and H ( f,�x) is the viscous attenuation of the SW amplitude.
The geometrical spreading can be nullified by assuming that

G( f, x1) is independent of the SW frequency. By consider-
ing a linear relation with frequency of the SW attenuation,
H ( f,�x) becomes

H ( f,�x) = exp (−α0 × f × �x) (2)

where α0 is the linear attenuation coefficient. In (1), the SW
amplitude spectrum is described by a gamma distribution,
as validated in [26]. It can be expressed as

|S( f )| ∝ A f k0−1e− fβ0 (3)

where A is the amplitude parameter of the gamma distribution,
k0 is the shape parameter that controls the symmetry of the
distribution, and β0 is the rate parameter. From (1)–(3), the
SW amplitude spectrum at location x1 becomes

|R( f )| ∝ A f k0−1e− f (β0+α0�x). (4)

Here, the linear relation β(�x) = β0+α0�x corresponds to
the rate parameter computed on a distance �x . The parameter
α0 is the slope of the varying rate parameter. As described next,
a three-parameter nonlinear least-square (LSQ) optimization
was performed at each lateral location in the x-direction to
estimate the amplitude, shape, and rate parameters of the
gamma distribution in (4)

[A, k0, β(�x)] = arg minA,k0,β
�R( f, x1) − R( f, x0)�2

2. (5)

After estimating β(�x) = β0 + α0�x for each location
between x0 and x0 + �x , a linear fit was performed between
the rate parameter and spatial locations. The slope of this line
is the SW attenuation coefficient (α0).

B. 2P-FS Algorithm

This method [23] corresponds to an improved version of
FS [9], for which only two spatial locations were utilized to
compute SW attenuation instead of multiple lateral points over
a selected lateral length. Kijanka and Urban [23] also proposed
using varying shape parameters of the gamma distribution for
each pair of the first and second signal positions to consider the
difficulty of keeping that parameter equal for both source and
attenuated amplitude spectra in all lateral positions. The main
advantage of considering only two points is that it reduces
the computational burden. Another advantage is that it may
help avoiding noisy outliers that may exist between these two
points. Computations can be performed for various first signal
positions and distances between two lateral positions.

However, one weakness of the 2P-FS method is the ambigu-
ity on how to select the two points along distance. Selection
of two optimum positions can be extremely challenging in
anisotropic and heterogeneous biological tissues (even if the
assumption of a homogeneous isotropic tissue is considered
for FS methods). If the two points are not selected properly,
estimated parameters of the gamma distribution [see (5)] might
be biased. Another concern is that selecting only two points
in a lateral direction may correspond to a small sample size
for performing a linear fitting and may consequently result in
a lower accuracy. In the proposed study, the selection of the
two points was done based on the map obtained by selecting
various pairs of points laterally and by averaging them at the
focal depth.
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C. R-FS Algorithm

In this study, we propose two modifications to the original
FS method [9]. These improvements deal with the inverse
problem of (5) and aim at improving the estimation of the
rate (β0) and slope (α0) parameters with respect to lat-
eral distance. First, a nonlinear LSQ algorithm (Levenberg–
Marquardt) was used to solve (5). In [9], the shape parameter
(k0) was assumed to be constant for each lateral location.
However, we have dropped this assumption, as also sug-
gested in [23]. Once amplitude, shape, and rate parameters
were computed for each lateral location using (5), linear
fits were performed to estimate slopes (α) with respect to
lateral distances (i.e., β versus x). Unlike the 2P-FS method
where only two lateral locations were considered, the proposed
modification performed computations at multiple points along
the lateral direction.

Second, an A-RANSAC algorithm was used to avoid
noisy/false outliers in the estimation of the linear slope of
rate parameters (β) versus lateral distance. The RANSAC
algorithm is an iterative line fitting method with improved
robustness to large numbers of outliers [25]. It has been
previously utilized in processing US images [27]–[29]. For
more details about the classical RANSAC implementation,
readers are referred to [25].

The algorithm for the proposed method is summarized in
Fig. 1. We made two modifications in the implementation of
RANSAC for linear fitting of rate parameters with distances
of the gamma distribution model. The original RANSAC
algorithm selects two points randomly and uses a preset
threshold. Here, instead of selecting the two points randomly,
all combinations of two points are chosen, which is convenient
due to the limited number of computed rate parameters (less
than 20 points based on the selected size of the ROI). Second,
instead of assuming a fixed preset threshold, the threshold was
automatically set based on the algorithm provided in Fig. 1.

According to this algorithm, all possible pairs of points
among inliers were considered. An initial threshold (Thnew)
was obtained in the case that half of other points (excluding
the pair of points selected) were within the threshold. There-
fore, with this procedure, more than half of all points were
considered as inliers (N/2 + 1, N : number of points). This
threshold was updated at each iteration aimed at selecting two
new points, until the minimum threshold included more than
half of points. Then, the line corresponding to this threshold
corresponded to the searched line fitting of the A-RANSAC
algorithm.

D. AMUSE Algorithm

For comparative purpose, the AMUSE method was imple-
mented according to [10]. As mentioned earlier, it uses a
k-space-based approach to assess the frequency dispersion
of SWs. In summary, a 2-D Fourier transform of the SW
displacement field [u(x, t)] is computed, where x is the
distance and t is the time. It is written in the k-space domain as
U(k, f ), where k is the wavenumber and f is the frequency.
For a propagating wave with a frequency f0, the magnitude
of U(k, f ) has a peak at ( f0/c, f0) [10]. For computing

Fig. 1. A-RANSAC flowchart.

the SW attenuation, the full-width-at-half-maximum (FWHM)
is computed, and the SW attenuation (α) evaluated over a
range of frequency (based on the k-space magnitude maxima)
becomes [10]

α = FWHM × π√
3

. (6)

Thus, AMUSE offers a state-of-the-art analytical model to
compute SW attenuation without much computational com-
plexity. It provides a viscoelasticity measure but no images
associated with it. This method is computationally very fast
and efficient, and it was adopted as a reference method for
comparative purpose [23]. However, only a mean value of
the SW attenuation in an ROI can be computed using this
approach.

E. Simulation Model

The SW propagation in two tissue mimicking materials
was simulated based on the KV rheological model using
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Fig. 2. Schematic of the finite-element model in COMSOL. The model
is cylindrical and axisymmetric along the z-axis (green dashed line).

COMSOL software (version 3.5a, structural mechanics mod-
ule, Palo Alto, CA, USA), as in [30]. For both media,
the density was assigned to 1055 kg/m3, the shear modu-
lus (G) to 3.24 kPa, and Poisson’s ratio to 0.499. In the
first simulation, the viscosity was set to 0.5 Pa·s, and in the
second, it was fixed to 2 Pa·s. The total mesh size contained
16 463 domain elements and 795 boundary elements. The
SW was generated by a Gaussian force, as depicted in Fig. 2,
according to [31]. To mimic experimentally collected data,
Gaussian random noise (MATLAB function awgn) was added
to the SW velocity field at signal-to-noise ratios (SNRs)
of 15 to −5 dB. Therefore, ten noisy simulations were obtained
for assessing attenuation measurement methods. Interested
readers may consult Supplementary materials (Section I) for
numerical SW particle velocity motion with added noise.
Even though SNR values were imposed in simulated datasets,
an SNR approximation method described in Appendix B
was used to validate simulated and experimental conditions
reported in this work.

Because the KV model was utilized in the finite elements
modeling (FEM) simulations, it was, thus, considered as the
gold standard for comparison of simulations. Calculations
were done based on [30], and for each frequency, an atten-
uation was evaluated and the slope of that attenuation was
considered as the attenuation coefficient of the KV model,
as it was also performed in [23].

F. Attenuation Map Reconstruction

SW attenuation maps were reconstructed for the three meth-
ods described in Sections II-A–II-C: R-FS, 2P-FS, and FS.
A constant rectangular ROI was considered for all three
methods [Fig. 3(a)]. This ROI was selected 4 mm away from
push locations, as in [9] and [26]. Within this rectangular ROI,
a computing window is moving in axial and lateral directions
with a predefined overlap to construct the attenuation map. The
length and width of the computing windows were 4.06 mm
(13 pulse lengths) and 3.98 mm (56 depth lines), respectively.
The overlaps of computing windows in both axial and lateral
directions were 92%. All these parameters were set the same
for all methods providing maps. In each computing window,
the velocity fields were averaged in the axial direction to
obtain the attenuation using R-FS, 2P-FS, and FS methods.
Finally, a cubic interpolation was used to increase the spatial
sampling of the reconstructed map. For FS and R-FS, the
attenuation was obtained based on all data points along the

Fig. 3. Two types of ROIs used to construct maps in this study:
(a) rectangular ROI is used to compute the SW attenuation over depth
and lateral directions and (b) second type of map is obtained by selecting
various segment lengths laterally at the focal depth.

lateral distance in each computing window. However, 2P-FS
uses only two points laterally; the distance between these two
signal positions was equal to the lateral segment length of FS
and R-FS. In addition, another kind of maps was constructed
on a linear ROI for simulations. The ROI was selected on the
averaged velocity field along the lateral distance at the focal
depth [Fig. 3(b)]. In this map, the computing windows had
different lengths, which could be in different positions. These
maps were obtained based on the combination of different
lateral positions with various lengths of the computing window
[Fig. 3(b)]; they were made to be able to compare our results
with [23].

III. MATERIALS

A. In Vitro Phantoms

Two homogeneous tissue mimicking viscoelastic phantoms
were prepared using gelatin (type A, #G2500, Carolina Bio-
logical Supply, Burlington, NC, USA), dietary xanthan gum,
and cellulose particles with a nominal diameter of 50 μm
(Sigmacell type 50, #S5504, Sigma-Aldrich Chemical,
St. Louis, MO, USA). The stiffness was driven by the gelatin
concentration, xanthan gum was responsible for viscous loss
properties, and cellulose particles produced acoustic scatter-
ing. The procedure to prepare tissue-mimicking phantoms is
briefly summarized [26]; all proportions are in weight by
weight (w/w). For the first phantom, 5% gelatin and 0.1%
xanthan gum were first mixed thoroughly in a dry powder
form and then added into distilled water at room tempera-
ture. For the second phantom, the xanthan gum proportion
was 0.5%. Next, this solution was heated up to 90 ◦C while
continuously stirring so that gelatin and xanthan gum were
dissolved completely. The solution was naturally cooled down
to 40 ◦C, and at this temperature, 1.5% of cellulose powder
was added to act as scatterers. The solution was then allowed
returning to room temperature and then cast into a rectangular
box kept in an ice-water bath for fast and uniform gelation.
Phantoms were kept in a refrigerator overnight for 16 h at a
temperature of 4 ◦C to continue the gelation. The next day,
samples were subsequently allowed to naturally return to room
temperature (20 ◦C) prior to measurements.

Readers are referred to Appendix B for SNR conditions of
in vitro phantom experiments. Values reported in Appendix B
allowed comparing simulation, in vitro and in vivo conditions.
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B. In Vivo Duck Liver Data

Six in vivo duck liver acquisitions were used for comparing
the performance of FS, 2P-FS, R-FS, and AMUSE methods.
The protocol was approved by the animal ethical care commit-
tee of the University of Montreal Hospital Research Centre,
Montreal, QC, Canada. Three different ducks had undergone
a force-feeding (FF) process to induce fatty liver [32]. Acqui-
sitions were performed as part of the study conducted by
Bhatt et al. [33] (12 days of FF). Radio frequency (RF) data
after radiation pressure pushes were acquired before and after
the FF process for each animal to provide both normal and
fatty duck liver datasets. See Appendix B for SNRs of in vivo
data.

C. US Measurements

1) Data Acquisition Procedure: Acoustic radiation force
beam sequences were implemented on research US systems
(models V1 and Vantage, Verasonics Inc., Redmond, WA,
USA). A linear array probe (ATL L7-4, Philips, Bothell, WA)
was used at a central frequency of 5 MHz to remotely
generate SWs inside samples. For phantom acquisitions
(V1 scanner), each sequence generated three focused pushes
spaced 5 mm apart inside the sample; the first push was at
a depth of 1.5 cm. The three acoustic pushes lasted 185 μs
each. For in vivo duck liver acquisitions (Vantage scanner),
five focused pushes spaced 2.5 mm apart were used, with the
first push at 1 cm depth. Each push lasted 198 μs. Immediately
after generating the radiation pressure, the same US transducer
was used to record plane-wave compounded RF data for
postprocessing (100 frames at a frame rate of 4000 Hz for
phantoms and 3623 Hz for ducks).

2) Postprocessing: For all measurements, RF data were
beamformed using an f − k migration algorithm [34]. The
particle velocity field was estimated from recorded RF data
using a 2-D auto-correlation algorithm [35]. Apodization was
done on time domain signals via a Tukey window [26], and
a low pass filter (cutoff frequency of 650 Hz) was utilized
to reduce noise outliers. A directional filter was applied to
the computed velocity field to suppress SW reflections from
sample boundaries/interfaces [36].

IV. RESULTS

A. Simulations

Fig. 4(a) and (b) presents estimated shape and rate para-
meters at varying lateral positions for simulations at an SNR
of −5 dB and viscosities of 0.5 and 2 Pa·s, respectively.
Fig. 4(c) and (d) presents two examples of gamma distri-
butions fitted on these simulated datasets, for two lateral
distances A and B. The goodness of the gamma fits is
perused by the R-squared (R2) value. At both viscosities for
positions A and B, R2 varied between 0.92 and 0.99.

From estimated gamma fits, the attenuation coefficient could
be retrieved as the slope of rate parameters versus lateral posi-
tions. To show the performance of the proposed A-RANSAC
method for linear fitting (as discussed in Section II-C), com-
parisons were made with the iterative reweighted LSQ regres-
sion (robustfit, MATLAB) and linear least squares (LLSQ)

Fig. 4. (a) Shape (no unit) and (b) rate (ms) parameters of the gamma
distribution averaged at the focal depth and estimated using LSQ regres-
sions in the case of noisy simulations (SNR =−5 dB) with viscosities of
0.5 and 2 Pa·s. In (c) and (d), the circles and the continuous line present
simulation data spectrum and gamma fit spectrum, respectively.

Fig. 5. Comparison of regression performance of A-RANSAC versus
robust-fit (iterative reweighted LSQ regression) and LLSQ regression, for
simulations with viscosities of (a) 0.5 and (b) 2 Pa·s, and added Gaussian
noise at an SNR of −5 dB.

regression, for an SNR of −5 dB. As displayed in Fig. 5,
the A-RANSAC method provided superior line fittings at both
viscosities.

To investigate the performance of R-FS, 2P-FS, and FS
methods for attenuation estimation, Gaussian noise with SNRs
from 15 to −5 dB was studied with numerical simulations.
Reconstructed attenuation maps computed within the ROI of
Fig. 3(a) are presented in Figs. 6 and 7 for both viscous
conditions, respectively. Boxplots of attenuation maps are
compared with AMUSE in Figs. 8 and 9 for both viscosi-
ties at different SNRs. Tabulated values of mean, standard
deviation (SD), coefficient of variation (CV), and normalized
root mean square error (NRMSE) with respect to ground truth
(KV model) are given in Table I for FS, 2P-FS, R-FS, and
AMUSE methods. R-FS remained robust with the addition
of noise compared with FS and 2P-FS. Negative biases are
also noticed for FS. Expected homogeneous attenuation maps
are preserved when adding noise for R-FS at both viscosities,
whereas good performance is seen for 2P-FS at SNR >−5 dB.
Quantitatively, AMUSE performed well and gave attenuation
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Fig. 6. Attenuation maps reconstructed for numerically simulated data
with added noise (SNR of 15 to −5 dB) at a viscosity of 0.5 Pa·s for R-FS,
2P-FS, and FS imaging methods.

TABLE I
MEAN (NP/M/HZ), SD, CV, AND NRMSE OF COMPUTED ATTENUATION

COEFFICIENTS ON NUMERICALLY SIMULATED DATA WITH

TWO VISCOSITIES AND DIFFERENT SNRS

values close to the ground truth. Among image reconstruction
methods, the proposed R-FS gave lowest biases, CVs, and
NRMSEs compared with the KV model.

Another performance assessment was done by consider-
ing the ROI of Fig. 3(b) to be in line with the evaluation
strategy of the 2P-FS method in [23]. Numerical simulations
with the same viscosities as above and an SNR of

Fig. 7. Attenuation maps reconstructed for numerically simulated data
with added noise (SNR of 15 to −5 dB) at a viscosity of 2 Pa·s for R-FS,
2P-FS, and FS imaging methods.

Fig. 8. Attenuation coefficients computed with R-FS, 2P-FS, FS,
AMUSE, and KV ground truth methods for noisy simulations (SNR of
15 to −5 dB) at a viscosity of 0.5 Pa·s.

−5 dB were used for results in Fig. 10. As mentioned earlier,
2P-FS considers only two spatial points in the lateral direction,
whereas FS and R-FS can consider multiple spatial locations
to improve the accuracy. The relation between attenuation
and frequency obtained with AMUSE at both viscosities is
displayed in Fig. 11. The slope of solid lines corresponds
to attenuation coefficients given by this method at the focal
depth of the radiation pressure push (1.10 Np/m/Hz at 0.5 Pa·s
and 2.13 Np/m/Hz at 2 Pa·s). Fig. 12 illustrates comparative
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Fig. 9. Attenuation coefficients computed with R-FS, 2P-FS, FS,
AMUSE, and KV ground truth methods for noisy simulations (SNR of
15 to −5 dB) at a viscosity of 2 Pa·s.

Fig. 10. Attenuation measurements for the numerically simulated data
at an SNR of −5 dB and viscosities of 0.5 and 2 Pa·s, using R-FS, 2P-FS,
and FS methods for different lateral positions at the focal depth.

Fig. 11. Attenuation coefficients computation for the numerically
simulated data by AMUSE at an SNR of −5 dB and viscosities of
0.5 and 2 Pa·s, for lateral measurements at the focal depth.

boxplots of attenuation coefficients averaged laterally at the
focal depth. For other noisy simulation results with SNRs of
0, 5, 10, and 15 dB, see Supplementary materials (Section II).
AMUSE provided results very close to the ground truth, and
the proposed R-FS method provided the best performance in
terms of bias and variability.

Fig. 12. Attenuation coefficients computed with R-FS, 2P-FS, FS,
AMUSE, and KV ground truth methods for the numerically simulated
data at an SNR of −5 dB and viscosities of 0.5 and 2 Pa·s.

Fig. 13. Attenuation maps of homogeneous in vitro viscoelastic phan-
toms reconstructed with R-FS, 2P-FS, and FS methods.

Fig. 14. Attenuation coefficients computation with AMUSE for both
homogeneous in vitro viscoelastic phantoms.

B. In Vitro Phantoms

Fig. 13 presents reconstructed attenuation maps for two
homogeneous phantoms in a rectangular ROI, as defined in
Fig. 3(a). The phantom I was made with less xanthan gum
than phantom II to have two levels of viscosity. Attenuation
versus frequency plots estimated with the AMUSE method
are presented in Fig. 14 along with their linear regressions.
Fig. 15 presents boxplots of attenuation coefficients computed
by R-FS, 2P-FS, FS, and AMUSE methods. Tabulated metrics
are given in Table II.
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Fig. 15. Attenuation coefficients of homogeneous in vitro viscoelastic
phantoms computed with R-FS, 2P-FS, FS, and AMUSE methods.

TABLE II
MEAN (NP/M/HZ), SD, AND CV OF ATTENUATION COEFFICIENTS

WITHIN THE ROI FOR BOTH HOMOGENEOUS In Vitro
VISCOELASTIC PHANTOMS

As observed with simulations, FS and R-FS provided quite
uniform attenuation maps, as expected for these homogeneous
phantoms. Quantitatively, the proposed R-FS method gave
closest results to AMUSE and minimum variability.

C. In Vivo Duck Livers

The liver region in three ducks scanned twice was manually
selected by a veterinarian. After FF, histology analyses in all
animals revealed a steatosis grade 3, no ballooning, inflam-
mation grade 2, and fibrosis grade 1A [33]. Fig. 16 shows
B-mode images and SW attenuation maps of duck livers
before FF (i.e., reference state) reconstructed with R-FS,
2P-FS, and FS methods. Results after FF are given in Fig. 17.
Higher SW attenuations are observed after FF, and nonho-
mogeneous displays are noticed (R-FS has lower variability).
Attenuation versus frequency for AMUSE is presented
in Fig. 18.

Boxplot comparisons of methods are given in Fig. 19, and
tabulated values are summarized in Table III. Truncated ROIs
displayed in Figs. 16 and 17 (dashed line rectangles) were
considered to evaluate the impact of distance with respect
to push locations. For both truncated and full ROIs, the
proposed R-FS imaging method provided closest results to
the nonimaging AMUSE method. The SDs and CVs of R-FS
were less than other methods for both ROIs (full and trun-
cated). Based on Table III, SDs and CVs of all three methods

Fig. 16. B-mode images and attenuation maps of three in vivo duck livers
before FF (reference state) assessed by R-FS, 2P-FS, and FS methods.
Dashed line rectangles present the truncated ROI.

Fig. 17. B-mode images and attenuation maps of three in vivo duck
livers after FF assessed by R-FS, 2P-FS, and FS methods. Dashed line
rectangles present the truncated ROI.

Fig. 18. (a) Attenuation computation with AMUSE for three in vivo duck
livers before FF; (b) Same display for three in vivo duck livers after FF.

providing attenuation maps were lower in truncated ROIs
versus full ROIs.

V. DISCUSSION

This study aimed to propose improvements to FS
(and 2P-FS) method for SW attenuation computation and to
provide robust attenuation maps that could be utilized for
medical diagnosis of steatotic livers. The R-FS, 2P-FS, and
FS are based on fitting a gamma distribution to the amplitude
spectrum. This is justified by the fact that the acoustic radiation
pressure field excitation might not necessarily be in the form of
a symmetric Gaussian shape in lossy in vivo media [5]. Thus,
the Gaussian assumption is not necessarily valid and cannot be
generalized. Interested readers may consult Bernard et al. [9]

Authorized licensed use limited to: Université de Montréal. Downloaded on May 30,2022 at 21:23:20 UTC from IEEE Xplore.  Restrictions apply. 



YAZDANI et al.: R-FS METHOD FOR SW ATTENUATION COMPUTATION AND IMAGING 2069

TABLE III
MEAN (NP/M/HZ), SD, AND CV OF ATTENUATION COEFFICIENTS

WITHIN TWO ROIS FOR THREE DUCK

LIVERS BEFORE AND AFTER FF

Fig. 19. Attenuation coefficients for in vivo duck livers computed with
R-FS, 2P-FS, FS, and AMUSE methods. Two ROIs are considered here.

for a detailed justification for choosing a gamma fit for
SW data acquired in lossy media. In this work, a Gaussian-
shaped force was considered to produce SWs in the simula-
tions. See Appendix A for a description of the relation between
the Gaussian source and the approximation of the SW field
with a gamma distribution.

Two main improvements were applied to the FS method;
first, the shape parameter of the gamma frequency fit on
the SW attenuation spectrum was not assumed constant and
equal to the shape parameter of the source spectrum. This
assumption is supported by Fig. 4, where it can be noticed
that the shape parameter varies with lateral distance. This
modification of a nonconstant shape parameter yielded high
R-squared values of gamma fits, increasing the confidence
in this model. The second modification was to use an
A-RANSAC line fitting approach to further improve robust-
ness in the presence of outliers. Outliers may appear due to
tissue heterogeneity related to boundary effects, air pockets
when performing gel phantom experiments, or from the mea-
surement noise. The A-RANSAC method is able to automat-
ically define a threshold based on each dataset (according to
its inliers) to reject corrupted measures. This novelty allowed
superior results with the proposed method when compared

with the FS or 2P-FS method. Other line fitting techniques
(e.g., LLSQ and Robust-fit) are assuming that the maximum
deviation of a data point is a function of the size of the dataset
and that there are always a large enough number of good
values to smooth out any outliers. The A-RANSAC algorithm
was capable of rejecting such outliers and, thus, could be used
in the context of this study for smoothing data that could
contain a significant percentage of outliers (e.g., in the case
of highly attenuating steatotic duck livers).

One of the main objectives of this work was to reconstruct
an attenuation map of a ROI inside a medium for diagnostic
applications. This is specifically important for investigating the
tissue texture that may arise due to fat deposition [26]. Most
studies in elastography consider the assumption of a homo-
geneous medium to compute SW parameters. The proposed
study reported a comprehensive comparative analysis of R-FS,
2P-FS, and FS methods for SW attenuation map recon-
structions in homogeneous but also heterogeneous (in vivo)
situations, while considering the model’s ability to produce
low biases and low variances in the case of R-FS, thanks to the
outlier rejection strategy adopted in this work. Clearly, R-FS
was successful in obtaining attenuation maps with less biases
and variances than other imaging methods. Furthermore, two
additional quantitative methods, AMUSE and the KV model
in the case of simulations (ground truth), were utilized to
validate observed findings. Numerical phantoms are ideal for
a comprehensive analysis as they can provide ground truth
estimates and simulations of noisy conditions. In the case of
in vitro and in vivo datasets where ground truths were not
available, the AMUSE model was considered as the reference
method.

Simulation results of Figs. 8 and 9 revealed that FS and
R-FS attenuation maps were smoother than 2P-FS maps in
the presence of noise (especially at the SNR of −5 dB).
This is because several spatial data points (compared with two
points for 2P-FS) were considered in the lateral direction [23].
However, FS underestimated attenuation coefficients due to its
assumption of a constant shape parameter at any location [9].
The proposed R-FS model overcame limitations of other
imaging methods and, thus, provided robust estimation of
the attenuation coefficient. This was validated by comparing
results with KV and AMUSE estimates. The ROI selection was
consistent among methods in this study to obtain comparative
results. In our previous study with the FS model, one had
to select the ROI location at different positions to minimize
the impact of noisy wave fields [9], [33]. Consequently,
SW attenuation values may differ at the end of the FF process
between studies.

Figs. 10 and 11 reported a sensitivity analysis of attenuation
computations over a line at the focal depth. Different first
signal positions and varying lateral segments were considered
for numerically simulated data at an SNR of −5 dB. These
maps were provided to compare our results with similar maps
reported for the 2P-FS method [23]. Our results are in line
with previous statements, as R-FS had less variation and closer
mean values to the ground truth, especially in the case of noisy
datasets.

Authorized licensed use limited to: Université de Montréal. Downloaded on May 30,2022 at 21:23:20 UTC from IEEE Xplore.  Restrictions apply. 



2070 IEEE TRANSACTIONS ON ULTRASONICS, FERROELECTRICS, AND FREQUENCY CONTROL, VOL. 69, NO. 6, JUNE 2022

In vitro phantom and in vivo duck liver datasets con-
firmed predictions made using simulations. Indeed, the R-FS
method outperformed other imaging methods and provided
estimates closer to AMUSE. As displayed with fatty duck liver
datasets, selecting a ROI closer to the radiation pressure source
improved SW attenuation estimates because of a higher SNR
attributed to the enhanced attenuation with distance [9]. For
both truncated and full ROIs, the proposed R-FS algorithm
again provided the best performance. The use of a varying
shape parameter and the A-RANSAC line fitting allowed such
improvements over FS and 2P-FS methods.

Limitations of the proposed model are that all FS methods
are inherently based on the assumption of locally isotropic
and homogeneous media. Furthermore, it is also assumed
that attenuation depends linearly on SW frequency, which
may not hold for some biological tissues [37]–[40]. Indeed,
nonlinear frequency dispersion behaviors have been reported
for bovine ex vivo muscles [41], mammalian soft tissues [42],
human breasts [43], and livers [44], [45]. Moreover, for fatty
liver tissues at high frequencies (≥1000 Hz), SW attenuation
has also been shown to display a nonlinear relationship with
frequency [44], [46].

Future studies should aim validating this model with in vivo
human data, which may be more challenging especially in
obese patients. The hypothesis of locally isotropic and homo-
geneous tissues may reveal an enhanced variability in the case
of mechanical heterogeneities, such as cancer tumors within
the liver parenchyma. Notice that AMUSE is also limited by
the assumption of an isotropic and homogeneous tissue, and it
does not provide images of SW attenuation. Future validations
should, thus, be done to better appreciate limitations of the
R-FS imaging method in the case of anisotropy and/or tissue
heterogeneity. Results on in vivo fatty duck livers nevertheless
allowed appreciating the robustness of R-FS for displaying SW
attenuation heterogeneities attributed to the presence of fatty
vacuoles.

VI. CONCLUSION

The R-FS method for SW attenuation coefficient compu-
tation was developed based on varying gamma fitting shape
and rate parameters and by using an A-RANSAC line-
fitting method. The proposed imaging method was tested on
noisy simulation data, homogeneous phantoms, and in vivo
duck livers without or with fat depositions. A comprehensive
comparison with FS and 2P-FS methods suggested that the
proposed R-FS algorithm is offering a robust approach to
compute the attenuation coefficient. This imaging method also
compared favorably with the numerically simulated ground
truth SW attenuation measures and to the AMUSE algorithm.
We envision that R-FS improvements may lead to accurate
imaging of viscoelasticity in biological tissues, which may
provide robust biomarkers of human fatty livers for diagnosis
or of other liver or organ pathologies.

APPENDIX A

Here, the theory supporting the relation between the
Gaussian source and the approximation of the SW field with a

gamma distribution is presented. Using the notation from [47]
in cylindrical coordinates and [31, eq. 1], the governing equa-
tion of the SW motion produced by a body force excitation
can be written as

∇2uz − 1

c2

∂2uz

∂ t2
= − 1

c2
Fz g(t) (A-1)

where ∇2 is the Laplacian operator in cylindrical coordi-
nates, uz is the displacement of the SW in the z-direction
of cylindrical coordinates [uz is a function of both location
(r , θ , z) and time (t)], c is the velocity of the wave, Fz is the
distribution of the applied body force in the z-direction, and
g(t) is the temporal application of the force.

In the case of our simulations, we selected Fz with a
Gaussian shape

Fz(r) = A0

(
1

2σ 2

)
e−( r

2σ )
2

(A-2)

where r is the cylindrical radius, A0 is the force intensity,
and σ 2 is half the variance of the pulse shape. Applying the
constraint of initial conditions to be zero velocity and zero
displacement, (A-1) can be rewritten as

∇2uz(r, t) − 1

c2

∂2uz(r, t)

∂ t2
= − 1

c2
Fz(r)g(t). (A-3)

Assuming a viscoelastic medium according to [31] and
taking the temporal Fourier transform of (A-3) yields

∇2Uz(r, ω) − ω2

ĉ(ω)2 Uz(r, ω) = − 1

ĉ(ω)2 Fz(r)G(ω) (A-4)

where Uz(r, ω) and G(ω) are temporal Fourier transforms
of uz(r, t) and g(t), respectively, ω is the angular frequency
with respect to time, ĉ(ω) represents the SW velocity in
the viscoelastic medium with shear storage μs(ω) and loss
μl(ω) moduli, and mass density ρ. With above definitions,
ĉ(ω) = (μ̂/ρ)1/2, where μ̂ = μs(ω) + iμl(ω).

According to [31] and by applying the zeroth-order Hankel
transform (H0) in space to (A-4) in cylindrical coordinates
yields

Ûz(ε, ω) = k̂2

ω2

F̂z(ε) G(ω)

ε2 − k̂2
. (A-5)

where Ûz(ε, ω) is the Hankel transform of Uz(r, ω), ε is the
spatial frequency, k̂ is the complex wavenumber k̂ = ω/ĉ(ω),
and F̂z(ε) is the Hankel transform of Fz(r). By assuming
a force as in (A-2), and using the identity H{e−(1/2)a2r2} =
(1/a2)e−(r2/2a2), then by setting a2 = (1/(2σ 2)), F̂z(ε) can be
computed as

F̂z(ε) = A0 e−σ 2−ε2
. (A-6)

Now, by applying the inverse Hankel transform to Ûz(ε, ω)
in (A-5), one may write Uz(r, ω) as follows:

Uz(r, ω) = k̂2

ω2

∫ ∞

0

F̂z(ε) G(ω)

ε2 − k̂2
J0(εr) εdε (A-7)

where Jo is the zero-order Bessel function. One may factor
out G(ω) in (A-7), which gives

Uz(r, ω) = k̂2 G(ω)

ω2

∫ ∞

0

F̂z(ε)

ε2 − k̂2
J0(εr) εdε. (A-8)
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Using Baddour’s theorem 4 [48] for complex wave numbers
along with (A-8), one may solve for Uz(r, ω)

Uz(r, ω) = − G(ω)
k̂2

ω2

π i

2
H (2)

0

(
k̂ r

)
F̂z

(
k̂
)

(A-9)

where H (2)
0 is the Hankel function of the second kind, and

k̂ is a complex number, with a negative imaginary part of the
form k̂ = (ω/c̃) − iα1ω, where α1 is the first order Taylor
approximation of the attenuation, and where in a dispersive
medium: c̃ = c0 + c1ω. Substituting (A-6) into (A-9) then
yields

Uz(r, ω) = − G(ω)
k̂2

ω2
A0

π i

2
H (2)

0

(
k̂ r

)
e−σ 2(k̂2). (A-10)

Substituting the expression for k̂ into (A-10) yields

Uz(r, ω)

= − G(ω)

(
ω
c̃ − iα1ω

)2

ω2
A 0

π i

2
H (2)

0

((ω

c̃
− iα1ω

)
r
)

×e
− σ 2

(
( ω

c̃ −i α1 ω)
2
)
. (A-11)

Assuming a complex number of the form z = x + i y, where 0
< y 	 x , an approximation is suggested in [49] as follows:

H (2)
0 (x − i y) ∼= e−y H (2)

0 (x). (A-12)

Now, by assuming 0 < α1 	 (1/c̃) and considering (A-11)
and (A-12), one obtains the approximation

Uz(r, ω) ∼= − G(ω)

(
1

c̃

)2

A0
π i

2
e−α1ω r H (2)

0

(ω

c̃
r
)

e− σ 2( ω
c̃ )

2

.

(A-13)

By inserting the assumption for a dispersive medium, Uz(r, ω)
can be expressed as follows:
Uz(r, ω)

∼= − G(ω)

(
1

c0 + c1ω

)2

A0
π i

2
e−α1ω r H (2)

0

(
ω

c0 + c1ω
r

)

×e
− σ 2

(
ω

c0+c1ω

)2

(A-14)

and by considering a small dispersion (c1 ≈ 0) for the sake
of simplicity, one reaches

Uz(r, ω) ∼= − G(ω)

(
1

c0

)2

A0
π i

2
e−α1ω r H (2)

0

(
ω

c0
r

)
e

− σ 2
(

ω
c0

)2

.

(A-15)

One may then write Vz(r, ω) = iω Uz(r, ω) as follows:

Vz(r, ω) ∼= G(ω)

(
1

c0

)2

A0 ω
π

2
e−α1ω r H (2)

0

(
ω

c0
r

)
e

− σ 2
(

ω
c0

)2

.

(A-16)

According to [47, eq. 42], the Hankel function H (2)
0 ((ω/c0)r)

may be replaced by the approximation

H (2)
0

(
ω

c0
r

)
∼=

√√√√ 2

π
(

ω
c0

r
) e

−i
(

ω
c0

r− π
4

)
. (A-17)

Fig. 20. Relative error (%) as a function of f (Hz) for three values
of c0 (m/s).

Therefore, one obtains the approximation

Vz(r, ω)

∼= G(ω)

(
1

c0

)2

A0 ω
π

2
e−α1ω r

√√√√ 2

π
(

ω
c0

r
)

×e
−i

(
ω
c0

r − π
4

)
e

−σ 2
(

ω
c0

)2

. (A-18)

In our finite-element simulations, following [31], g(t) is a
temporal rectangular pulse of the form g(t) = rect((t/τ) −
(1/2)), where τ = 1 (ms), which yields:

G(ω) = 1√
2π
τ 2

sinc
ω
2π
τ 2

e− i
2 ω. (A-19)

Substituting (A-19) into (A-18) yields

Vz(r, ω) ∼= 1√
2π
τ 2

sinc
ω
2π
τ 2

(
1

c0

)2

A0 ω
π

2

√√√√ 2

π
(

ω
c0

r
)

× e
−i

((
r

c0
+ 1

2

)
ω − π

4

)
e

−
(

σ 2
(

ω
c0

)2+α1ω r

)
. (A-20)

Equation (A-20) may be simplified by applying further approx-
imations. In the range of angular frequencies 0 < ω ≤
(2π × 1200) rad/s, by setting σ = 5 × 10−5 m and c0 =
1.7 m/s (based on our simulations), one may assume that
σ 2((ω/c0))

2 ≤ (((0.05 × 2π × 1.2)/1.7))2 ≈ 0.049, so that
|e−σ 2((ω/c0))

2 − 1| ≤ 0.048. Thus, we can neglect the factor
e−σ 2((ω/c0))

2
in (A-20), with a relative error of at most 4.8%.

Fig. 20 displays relative errors for different values of f
and c0 (based on the simulations of this work and the
literature [50], [51]), which supports the approximation of
e−σ 2((ω/c0))

2 ≈ 1. Thus, we can approximate (A-20) with

Vz(r, ω) ∼= A(r, ω) e
−i

((
r

c0
+ 1

2

)
ω − π

4

)
e− (α1ω r) (A-21)

where

A(r, ω) = 1√
2π
τ 2

sinc
ω
2π
τ 2

(
1

c0

)2

A0 ω
π

2

√√√√ 2

π
(

ω
c0

r
) . (A-22)
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Next, one may write (A-22) as follows:
A(r, ω) ∼= A 1(r) A 2(ω) (A-23)

where A1(r) ∼= (1/
√

r)(1/(((2π/τ 2))1/2))((1/c0))
2 A0

(((πc0)/2))1/2 and A2(ω) ∼= sinc(ω/((2π/τ 2)))
√

ω. Equa-
tion (A-23) simplifies to

A(r, ω) ∼= A 1(r) ωn−1 (A-24)

where the exponent n is around 1.5. This value might be
slightly lower or higher due to the oscillatory property of
the sinc function and the approximations used to derive the
equations.

Using the above approximations, (A-21) can be simplified
in the form of a gamma distribution (up to a constant factor);
therefore, the amplitude spectrum can be expressed as follows:

|S(r, ω)| ∝ A(r) ωn−1 e−β(r)ω (A-25)

where β(r) = α1r .
Furthermore, as an example of an excitation’s shape other

than the Gaussian one, Parker and Baddour [47] derived,
under the assumption of a “bell shape” beam [47, eq. 33]
in a dispersive medium together with the other assumptions
provided in [47], that the particle velocity in the axial (z)
direction can be expressed as follows:

Vz(r, ω) ∼= A0
π

2
ω H (2)

0

(
ω

c0
r − iα1ω r

)
e

−a
(

ω
c0

)

ω
c0

(A-26)

where a is a beamwidth parameter. According to (A-12) and
(A-17), one may recast (A-26) as follows:

Vz(r, ω) ∼= A0
π

2
ω e− (α1ω r)

√√√√ 2

π
(

ω
c0

r
) e

−i
(

ω r
c0

− π
4

)
e

−a
(

ω
c0

)

ω
c0

.

(A-27)

It follows that the amplitude spectrum can be expressed
in the form of a gamma distribution, up to a constant of
proportionality:

|S(r, ω)| ∝ A(r) ωn−1 e−β(r)ω (A-28)

upon setting n = 0.5, A(r) = A0(((πc3
0)/2r))1/2, and β(r) =

(a/c0) + α1r .
Altogether, whether one adopts a Gaussian shape (with

sufficiently small σ) or a modified bell shape according to
[47, eq. 33], then one obtains a gamma distribution within
reasonable approximation. Based on the above arguments,
we think that our assumption is quite reasonable to fit the
SW amplitude spectrum with a gamma distribution (up to a
constant factor). As an alternative approach for SW motion
with a localized excitation force [19], the equation of motion
can be differentiated into inside and outside of a maximum
source radius (R). By neglecting the force outside of R, the
equation of motion can also be written in [19, eq. 27], which
is similar to [47]. Using the same approach as described in
this appendix, one can reach to the gamma distribution for the
SW motion.

TABLE IV
ESTIMATED SNRS FOR SIMULATIONS, AND In Vitro AND In Vivo

EXPERIMENTS. SD, STANDARD DEVIATION; FF, FORCE FEEDING

APPENDIX B

The SNR for simulations, and in vitro and in vivo exper-
iments were estimated using the following equation inspired
from [52]:

SNR = μ2

MSE
and MSE = E

[(
de − dg

)2
]

(B-1)

where μ is the mean displacement value at a specific axial
location, MSE is the mean square error, de is the estimated
displacement value, and dg is the “predicted” ground truth
value. For experimental data, dg is unknown, so we have
assumed that it is equal to the mean value of all axial
locations within the ROI, which is a common assumption
in the literature [53], [54]. Such an approach decreases the
variance but has little impact on the bias. A median filter was
also applied on the mean value of all axial locations to further
reduce the variance of the estimated mean, and get closer to a
ground truth. The same approach was done for both simulation
and experimental data, even if the true SNR was known with
simulations. The objective here was to verify if the estimated
SNR with (B-1) would be close to the imposed one obtained by
adding noise on simulated data, which would validate in vitro
and in vivo computations. All SNR estimations are provided in
Table IV. For SNR approximations versus time figures, please
see Supplementary materials (Section III).
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